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project to test implement the CAMPUS simulation model in 3

institutions of higher education in Minnesota. The purpose of this

study was to explore a self-sampling method of collecting data on

faculty to determine if there were any significant differences
between the data collected via sampling and the data collected via

estimating. Another purpose of the study was to assess the
feasibility of using self-sampling as a method of collecting data. A
secondary objective was to develop parameters for Project PRIME.

Chapter I deals with the problems facing higher education, the need

for planning, planning models and systems, and the role of faculty
activity analysis in planning models and systems. Chapter II is a

review of the literature relating to faculty activity analysis in the

past and is broken down in 3 major categories: (1) defining faculty

activities; (2) faculty activity measurement and data collection; and

(3) uses of faculty data. Chapter III explains the experiment done as

part of this research and describes the population, the self-sampling

method, and the category definitions used. Chapter IV summarizes the

results of the experiment described in Chapter III; and Chapter V
summarizes the study and discusses implications for further research.
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TRENDS AND ECONOMIC PRESSURES IN HIGHER EDUCATION

Higher education is presently faced with a multitude of problems

in the wake of increasing pressures from taxpayers, legislatures,

faculty, students, and parents. The problems have come about

through dynamic student growth rates, rising costs, program

expansion, increasing complexity of the systems, and a growing

dissatisfaction with the outputs.

DYNAMIC STUDENT GROWTH RATES

"A century ago, two percent of young Americans entered college.

Now the figure is over forty percent and is still rising." [Car-

negie Commission on Higher Education, 1968]. In 1870 there were

. ,
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from this period is demonstrated in Figure 1.1.

FIGURE 1.1

Enrollment In Institutions Of Higher Eduction
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In 1940 there were about 1.5 million students. By 1960 this

has risen to about 3.5 million, an increase of 133 percent

over a 20 year period. By 1980 the enrollment is estimated to

climb to 10.3 million, an increase of 194 percent over this 20

year period. These growth rates are a reflection of three growth

factors (1) Growing population, (2) An increase in the percentage

of college age population, and (3) The growing percentage of

college age students going to college.

Enrollments in Minnesota higher education have gone from about

56 thousand in 1960 to about 140 thousand in 1970, an increase

of 115 percent. Projections indicate that Minnesota enrollments

in higher education will climb to 169 thousand by 1980 and then

drop back to about 140 thousand again in 1985 [Minnesota Higher

education uoordinating Lommisszon, mts: 13)

RISING COSTS

Higher education costs per student are rising rapidly. The

Carnegie Commission Report in 1968 reported an increase in

institutional expenditures for higher education from 5.2 billion

in 1957-58 to about 17.2 billion in 1967-68, an increase of

231 percent. This is compared with a 119 percent increase in

enrollments over the same period. The report estimates that

about $41 billion will be spent by institutions of higher edu-

cation by 1976-77 for the projected FTE* enrollment of 9 million

students [Carnegie Commission on Higher Education 1968: 6].

*FTE = Full Time Ecitiivalent.

12
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These costs do not include a lot of the additional costs by the

students that are not channeled through the institution. The

impact of the rising costs can be seen better when one compares

the costs of education to the Gross National Product (GNP) and

the Consumer Price Index. In 1957 the expenditures by higher

education were about 1 percent of the $432 billion GNP. By

1967 it was just over 2 percent of the 763 billion GNP. By

1976 it is projected to be about 3 percent of the 1,400 billion

GNP [Carnegie Commission on Higher Education,1968: 6]. Figure 1.2

shows expenditures per student as they compare to the consumer

price index. The cost per student index rose 55 points during the

ten year period from 1955 to 1965, while the consumer price index

rose less than 20 points.

The impact of the situation is demonstrated by the following

titles and sub headings in recent articles: "Total Cost of

Higher Education Continues to Rise", "Less Money is Available

to Higher Education", "Cost Cutting is Vigorous on Many Campuses",

"Educations Big Bill in the 70's" [See College Management, Jan-

uary issues, 1970 and 1971].

PROGRAM EXPANSION

"Colleges and Universities in the United State have grown steadily

in the number and complexity of functions they have assumed in

response to both the expansion of knowledge and the needs of

society. These expanding functions have brought our mstitutions

of higher education to a central role in the well-being of our

society" [Carnegie Commission on Higher Education 1968: 5].
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FIGURE 1.2

Compararative Rise of Direct Educational Expenditures Per
Student and Consumer Price Index
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Specialized programs of some type have been implemented in many

institutions across the nation. These programs are expensive

because of the start up costs and the low nun:6er of students in

the programs. Many states are attempting to control the prolif-

eration of new programs through their coordinating bodies, so

that there will not be excessive duplication. Many of the new

programs are in the graduate area where the costs per student

are already very high. As institutions spread their resources

over greater numbers of courses and programs, they lose economies

of scale and costs rise.

COMPLEX SYSTEMS

Institutions of higher education have become complex organizations.

The growth, multiplicity of programs, and the large number of

intertaces between sub-units have contributed to this complexity.

Adding to this complexity is the management process in higher

education. An attempt is made to direct the institution via a

committee process. In the past the pressure to be involved in

the decision making process was just by the faculty. Now, repre-

sentation is being increased by the addition of students.

Administrators in higher education generally have not been trained

in administration, so their training becomes largely a heuristic

process. Often times administrators at the department and division

levels do not want to make the transition to being managers,

because they feel then they are no longer faculty.

Lawrence, Minter and Caffrey state in their introduction to
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Management Information S stems: Their Development and Use in the

Administration of Higher Education that

A number of factors suggest that institutions of
higher education are becoming more difficult to

manage. Some of these factors are the increasing

Size and complexity of institutions, public

concerns over rising costs, student disenchantment
with the relevancy of "educational" activities and

an acknowledgement by administrators of increasing
uncertainty in the decision making process [Minter

and Lawrence, 1969: VII].

Another WICHE* seminar report emphasized the compound problem of

being called to accountability and the difficulty of financing

Higher Education.

Both internally and externally the university is being

called to accountability. To the problem of accoun-
tability add the difficult problem of financing

higher education. Spiraling costs, increased enroll-
ments, and tight money compound the fiscal crisis
which confronts university decision makers. Money

spent to hire more teachers is not available to

improve the salary of existing faculty. Money
spent to beef up the engineering program is not

available to improve curriculum offerings in the fine

arts. Money spent to equip offices of added personnel

is not available to buy bookcases and files in
existing staff quarters [Lawrence, Weathersby, and

Patterson, 1970: 13.

DISSATISFACTION WITH THE OUTPUTS

Student unrest across the nation has caused dissatisfaction

among parents, legislators and citizens with what is happening

on the campuses. In many cases it is difficult to attribute

the problem directly to the campus. Sometimes the campus is

used as a vehicle by which the students can demonstrate their

feelings about various world situations. Regardless of the

*Western Interstate Commission on Higher Education, Boulder,

Colorado.

28
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catise, these protests and demonstrations have hurt both the

private and public support of higher education. This has

affected the larger state supported institutions and many of

the private institutions the most. The smaller state supported

institutions have not been faced with as many problems, and

consequently they have not received as much adverse publicity.

More and more taxpayers and lawmakers are becoming concerned

with measuring the outputs of education. The emphasis on the

problem of measuring outputs in education has been brought about

partially by the emphasis on program, planning and budgeting

systems in higher education. The state of the art in measuring

outputs in education is still very embryonic. WICHE has held a

seminar focusing on the topic, but all discussions are still

very uuncepLuai and nue. uperaLiunai. Abuin sumed up rii paper

with the following conclusions.

1. Student outputs can be understood if they are
viewed in relation to the total higher educational
system. Specifically, student outputs should be
considered as part of a three-component model com-
prising student outputs, student inputs, and char-
acteristics of the college environment. Educational
planning requires a knowledge of how outputs are
affected by environmental variables. Such effects
however, cannot be determined without information
on student inputs.

2. Because of great variations in the values
and objectives of different persons, any attempt to
develop a single "overall" student output measure
is unrealistic. Rather, the investigator must seek
to develop a battery of measures that is sufficiently
broad to satisfy the major concerns of a substantial
number of students, educators, and planners. In

addition, provision should be made to include measures
of possible "side effects."

3. A preliminary taxonomy of student-output
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measures would include the following three dimensions:
the type of outcome (cognitive versus affective), the

type of data (psychological versus sociological), and
the temporal aspects of the measure (short-term versus

long-term). This taxonomic scheme should prove useful,
both for classifying existing measures and for identi-
fying gaps where additional measures are needed.

4. Although relative or derived measures are
widely used in educational research, particularly
in the measurement of cognitive outputs, such
measures present serious conceptual problems which
limit their value for modeling and planning. When-

ever possible, the investigator should strive to
develop absolute rather than relative measures of
student outputs.

5. The use of output measures--whether relative
or absolute--in educational modeling and planning
requires that the desired population changes, in the
distribution of scores on each measure, be specified.
In planning such changes, the investigator must
consider changes in the shape of the performance
distribution as well as changes in the mean and variance
[Lawrence, Weathersby, and Patterson, 1970: 83].
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THE NEED FOR PLANNING IN HIGHER EDUCATION

The problems cited in the first section of this chapter have

been a catalyst to begin a flurry of activity to develop planning

systems in higher education. The rapid growth of the institutions

have created complex decision making situations. Presidents are

no longer controlling the university alone. They must decentral-

ize decision making and develop systems to monitor the process so

that the overall goals of the institution are reached. They need

systems that can provide information on alternatives since now,

more than ever before, they are faced with having to make decisions

on alternatives. It is not just a matter of trying to control the

telephone bill, or to try and hold down supplies cost. It is

in what programs should enrollments be restricted, or what pro-

grans should be dropped? At the present time, most institutions

have a difficult time determining costs of their output. Rough

estimates are made based upon number of degrees awarded and total

expenditures. Information of this nature is not very helpful for

decision making purposes. Costs must be associated with specific

outputs, both intermediate and final as they relate to the vari-

ous programs in the institution. Then it is possible to approach

the specific decision making situation more intelligently. Decision

makers in education are still faced with the problems of measuring

the value of outputs so that cost benefit analysis can be done.

As planning and control systems are developed, the cost side

will become more and more exposed. It will then be necessary
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to obtain better measures of output so that the loop can be closed.

There are some dangers in developing the cost side extensively

without adequate processes to measure the benefits. However,

the author is of the opinion that having half the information

is better than having no information. It will also put pressure

on educators to start thinking about the measures of output that

are suitable.

Another important use for cost data is a basis for projecting

future costs of programs. More and more emphasis is being put

on presenting budgets in program form to legislators. This

necessitates the ability to structure cost data in this form.

It requires models to assist the planner in making five year

and ten year projections given alternative sets of criteria

and objectives. Budgets can then be submitted that include

alternatives with recommendations supporting the alternatives

desired. The decision maker then has a basis (other than arbi-

trary) to make cuts or additions.

The next section of this chapter briefly summarizes some of

the planning models and systems being designed in higher

education to facilitate and improve the planning process.
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PLANNING MODELS AND SYSTEMS IN HIGHER EDUCATION

MANAGEMENT INFORMATION SYSTEMS

GENERAL CONCEPTS OF MANAGEMENT INFORMATION SYSTEMS: The entire

area of information systems and management information systems

(MIS) is still in its infancy. Definitions and concepts appear-

ing in the literature regarding infonnation systems are still

evolving. The term *Management Information Systems has been

used so many ways by so many people that the term is almost

meaningless. *Difficult to define, design and justify, MIS

remains a shimmering grail on management's' horizon*. This

is the lead to Robert Head's recent article in Datamation

entitled -The Elusive MIS" !Head, 1970: 211. There are many

ways of approaching definitions of an MIS. Head cites that

definitions are generally couched in terms of (1) Hardware,

(2) Software, or (3) Management usage. Gordon Davis, Professor

of Management Information Systems at the University of Minnesota,

has structured some groups of terms under headings that help

to draw some boundaries around the concept. They are listed

in Figure 1.3.

M. H. Schwartz, assistant controller for information systems

with the Atomic Energy Commission in a recent article on MIS

Planning stated that

Information processing systems become management
information systems as their purpose transcends
a transactions processing orientation in favor
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Figure 1.3

Management Information Systems

An integrated, computer-based system to provide comprehensive,

decision-oriented information to decision making persons in an

organization.

Basic Elements
Integrated
Computer based
System oriented (subsystems and modularity)

Comprehensive decision-oriented information

Flexible output
User oriented output

Steps Toward MIS
Clerical systems (process transactions)

Integrated system with data base (retrieval)
MIS (Process, retrieve, discover)

Conceptual Bases for MIS
System Theory
Information Concepts
Management Theory
Decision TheorY
Human behavior (man/machine system)

Mict economics

Building Blocks
Processing modules
Decision models
Data Management Systeum (store, inquire, retrieve)

Forecasting models
Analysis models
Simulation models
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of a management decision-making orientation. Business
transaction systems are one source of input data for
Management Information Systems" [Schwartz, 1970: 28].

Head in another article uses a diagram that is helpful in struc-

turing the concepts of trasactions processing and management

information. This diagram (shown in Figure 1.4) shows the systems

for different levels of decision making. The trend evolving in

MIS is integrating and evolving lower level transactions systems

into information systems for higher level decision systems. Data

is extracted from these lower level systems and used together with

additional data (economic, environmental and policy parameters),

and models to provide information systems to aid the decision

making process. Aron stated in an article in 1969 that

The main difference to be expected between an integra-
ted system and an MIS is that an MIS not only permits
analysis of historical data, but it alsc. permits t4c
simulation ana preaiction or tne consequences of
alternative courses of action. Whereas an integrated
system may provide reports on relationships of inter-
est to management, the MIS might go further to provide
reports on relationships that management didn't
realize were significant [Aron, 1969: 213].

MANAGEMENT INFORMATION SYSTEMS IN HIGHER EDUCATION: The develop-

ment of information systems on campuses to serve both day to day

operational needs (Transactions data processiGg) and the infor-

mation needs of higher level administrators are in various stages

of implementation across the nation.* Systems to provide the day

to day operational needs of colleges and universities were

*The WICHE Seminar Report, "Management Information Systems:
Their Development and Use in the Administration of Higher
Education", lists about fifty institutions that have made
significant progress in approaching management information
systems [Minter and Lawrence, 1969: 97].
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implemented on the computer in the early 1960s. In many cases

small institutions that were able to gain access to a computer,

and were able to attract someone with some experience had more

functions operating by the mid 1960s than a lot of the larger

institutions. Bemidji State College, a small state college in

northern Minnesota with an enrollment of 4,000 had the following

operations on the computer in 1967-68.

1. All registration functions.

a. Class lists

b. Drop and add updating

c. Grade reporting

d. Probation checks and reporting

e. Transcript updating

2. Statistical reporting on students for state and federal

reports.

3. Student accounting on fees and deposits using source

record input ridth Hollerith punched ID cards.

4. Financial Aid award analysis and notification, account

maintenance and collection systems.

5. Accounting system for departmental accounts on supplies

and equipment.

6. Faculty information system that maintained historical

data on salaries, promotions, tenure and rank.

7. Faculty load reporting system.

8. Dormitory room inventory and scheduling.

Lar9er institutions have had a more difficult time in implementing

these transaction oriented systems. Size and complexity of the
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organization has been one contributing problem, while a lack of

competent staffing has been another.

Attempting to take the next step of progressing to some form of

information system for management decision making in higher

education has been a bitter struggle. This has been due to a

number of reasons. (1) The existing confusion over what an MIS

is as indicated in the first part of this section. (2) The diffi-

culties that have been faced in just trying to implement the

transaction oriented systems. (3) The difficulty of identifying

goals, objectives, processes and the decision making system in a

University environment.

Various efforts are in progress to evolve toward an information

system to service higher level decision making systems in univer-

sities. The University of Utah has been spending 300 to 400

thousand per year during the 1969-70 period to develop systems

with an MIS objective. Ohio State spent 1.13 million in 1968-69

for their total operational and developmental efforts in information

systems. It is estimated that their information and control

system costs them about $410,000 or $10 per student per year to

operate [Minter and Lawrence, 1970: 97].

The University of Wisconsin initiated an effort during 1970 to

install what they termed a "Planning Management Information

System". The objectives of the system were as follows:

1. Provide information for supporting and analyzing
the biennial budget request of 1971-73.

2. Provide information for supporting and analyzing
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the annual budgets of 1971-72-73.

3. Provide initial data to implement program planning
and analysis.

4. Provide initial data to be used in preparing
responses to external requests for information
regarding the operation of the University.

5. Provide initial data which will enhance the
effectiveness of internal management [University
of Wisconsin, 1970].

The system centered primarily around a scholarly activities

report that was prepared on the computer initially with data

from course and budget masters. The report was then distributed

to each individual faculty member to obtain the amount of time

spent on each of the activities specified on the report [A

description of this form is covered in Chapter 2]. The form

is returned, keypunched and processed to obtain the reports

oesired.

A significant effort underway that is giving direction to the

development of information systems in higher education is the

WICHE Program Management Systems (PMS) effort. "The overall

objective of this program is to develop management information

systems designed to improve decision making for resource allo-

cation in higher education within the institution, at the state

level and at the national level" [Johnson and Katzenmeyer, 1969:

111].

Program activities of the WICHE project during the period 1970-

.1974 will include:

1. A public explication of college and university
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2. IL- '-;clopment of compatible data bases.

3. The development of procedures for obtaining and exchang-

ing costs of instruction by level of student and field

of study.

4. The ccnceptualization and development of analytical

.z:2signed to use the information generated through

the program classification structure and its information

categories to predict the consequences of various courses

of action.

5. To begin the development of procedures or techniques for

determination of the relationship between costs and

benefits of the instructional functions.

6. To develop and encourage the development of training

programs, short and long term, in the use and develop-

ment of management information systems.

The emphasis initially will be on the educational programs, with

work on the research and external service coming later [Johnson

and Katzenmeyer, 1969: 116].

The WICHE effort has attempt2d to design information structures

so that they are flexible in meeting the needs of all levels of

decision making in higher education. They have attempted and

are moving toward achieving compatibility in reporting systems

so that levels can be aggregated meaningfully.

Much of the current effort in the WICHE program is directed

toward the development of information systems for decision
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making. This is demonstrated by its emphasis on the development

of planning models [The WICHE model, RRPM, will be discussed in

Chapter 2]. The significance of the WICHE PMS project can be

measurc- somewhat by noting the list of publications that are

currently available as a result of this effort [Farmer, 1970]

[Huff, 19693 [Minter and Lawrence, 1969][Thomas, 1970] [Gulko,

October 1969] [Huff, January 1970 [Lawrence, Weathersby and

Patterson, 1970] [Gulko, January 1971a and I)) [Gulko, June 1970],

and by noting that there are over 350 institutions that are par-

ticipating in some form with the project.

PLANNING, PROGRAMMING, BUDGETING SYSTEMS (PPBS)

GENERAL CONCEPTS OF PLANNING, PROGRAMMING, BUDGETING SYSTEMS: PPBS

has been receiving a lot of attention by various government agencies

since its inception in the Department of Defense in the early

1960's. David Cordes has recently compiled an annotated bibli-

ography consisting of 375 references on PPB [Cordes, March 1971].

PPB like MIS, is another difficult concept to define. The term

has been applied to many systems ranging from the simple systems

uf reorganizing line item budgets into program budgets to the

complex integrated systems of the Department of Defense [United

States Congress, 1969].

Basically PPBS integrates the various elements of planning and

control into one coordinate system.

PP8S is a system of concepts and techniques for
decision making which makes resource allocation
decisions more rational and programming more effec-
tive. Concepts and methodologies relating to PPBS

;29
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are: program budgeting, benefit/cost, cost effec-

tiveness, cost/utility, operations research, systems

analysis, etc. The major contribution of PPBS over

traditional budgeting systems lies in its potential

for integrating planning, programming and budgeting

processes. Planning in this context refers to the

process of identifying alternative long term objec-

tives. Programming optimizes the mix of resources

to achieve specific multi-year plans consistent

with the long term objectives established in the

planning process. Budgeting is the detailed short
term (one to five years) resource plan for imple-

menting the specific multi-year program plan selec-

ted in the programming process. System then refers

to the interrelationships among planning, programm-

ing and budgeting PPBS conceptual and operational
integration; feedback and updating of objectives

and programs [McGivney and Nelson 1969: 5]

The basic purpose of PPBS is twofold:

(1) to serve as a vehicle for getting better management
in order to improve the effectiveness of resource

allocation in universities, and

(2) to show the government, the public and the
promoters of funds what is being bought with

the resources available to the university.

The operational objectives of PPBS are as follows:

(1) to encourage decision makers to formulate
objectives and to relate the programs of the

university to those objectives.

(2) to stimulate analysis of all existing and
proposed new programs in terms of costs and

effectiveness.

(3) to develop a long-term planning and program-
ming system whereby future implications of
present and proposed policies are explicitly
considered.

(4) to translate the traditional line item budget
into a program budget which shows for each
program the expected resource requirements and

results.

(5) to develop an integrated information system
to serve all areas of management within the
university and to provide the necessary data
for planning and analysis using simulation
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models and for the evaluation of the educational
effectiveness of programs.

(6) to provide a systematic way of integrating all

of the above elements in order to arrive at a
more effective system for allocating and manag-
ing resources [Van Wijk, Judy and Levine, 1969:
10].

PPB Systems go beyond the traditional budgeting systems and

consider outputs (benefits) as well as the inputs (resources).

Consequently, a PPB System can give one the ability to look

at cost effectiveness of alternative combinations of input to

obtain the output desired. Figure 1.5 illustrates the concept

of cost effectiveness.

PPBS is also an iterative and continuous process. Objectives

and alternatives for meeting those objectives must continually

be reviewed. Review requires data collection, the structuring

of data into information, and the analysis of this information.

Figure 1.6 shows the various elements involved in this analysis

process. PPBS requires the support of a Management Information

System. Cordes [Cordes, 1970, 10] states that "Information is

the heart of analysis.' He further states that "often times

this information cannot be provided by the organization's

existing Management Information System (MIS) because analysts

require data that is significantly different from that maintained

in a traditional 'MISS." [Cordes is equating the traditional MIS

to transaction data processing systems.]

The important aspect is that the information system is compatible

to, and integrated with the PPB system. This does not mean that
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the infbrmation system has all the information required for the

planning process, but that is has the basic data so that informa-

tion for analysis, models and decision processes can be derived

from it. WICHE refers to PPBS as a subset of MIS.

FIGURE 1.7

RELATIONSHIP OF PPBS AND MIS

Management
Information

Systezs

Informationl
System

The objectives of a PPB System are in the same direction as the

objectives of an MIS. The field of PPB Systems has helped to

strengthen this direction by placing emphasis on "objectives" and

"cost effectiveness".

PLANNING, PROGRAMMING BUDGETING SYSTEMS IN HIGHER EDUCATION: The

interest in PPB Systems in higher education has increased consider-

ably in the past two or three years as legislatures began to ask

for various state agency budgets in program form.

It is important to understand the 'new environment'
of higher education in order to understand the moti-
vation of those outside the higher education commun-
ity to strongly support PPBS. First, higher education
is now competing with many significant social problems

for funds. Second, higher education is now a closed

,34
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economic system--there are no independent institutions.
Third, there has been an acceptance and use of program
budgeting by the federal, state, and local governments,
and by business [Farmer, 1970: 4].

Although the trend is toward PPB, it will be sometime before it

is implemented on a large scale. There are two basic reasons

for this: (1) Resistance to a system that will give more data

to outsiders. (2) Difficulty in implementation - i.e., under-

standing, adaptability, and feasibility.

Resistance: The resistance is for two general maas: (1)

Universities are concerned about losing control of how they spend

money by giving outsiders information on costs by programs.

(2) There is concern over the interpretation of data developed

in program costing systems.

There is a significant danger from misinterpretation
of the data generated from nroaram budaeting_ :_an-

islatures and control agencies could impose counter-
productive charges through misunderstanding [Farmer,
1970: 6].

Cost measurement is not an exact science. Many arbitrarY

allocations are involved. There is no one cost that is useful

for all purposes or all decisions. Consequently, the inter-

pretation of a cost must be made in context with the decision

that is being made and with an understanding of how a particu-

lar cost was derived.

Implementation problems: A PPS System is not easy to implement.

It requires a significant commitment of resources to design an

operational system, train the users and convert the present

systems. It means overlaying present systems with more classif-

ication systems. Consequently-the complexity increases. The
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big question is, Is the information obtained worth the process to

obtain it7: "PPBS must itself, as it requires of the programs

themselves, pass the test of cost-effectiveness" [Farmer, 1970: 3].

There are many deficiencies in the concepts of PPBS in higher educa-

tion.

1. It is difficult to identify and measure the outputs

o.! higher education especially quality.
2. Tnere is no single unit that produces a unique

output.
3. Production functions for higher education are not

known [Farmer, 1970: 9].

Although there are many problems facing the implementation of PPBS

in higher education, it appears that with further research, there

will be a lot of potential for its use.

MODELS AND SIMULATION

MODELS AND SIMULATION CONCEPTS: Models have been used to represent

reality in all phases of man's environment. Maps, charts, scaled

down representations, the engineers bread-board model are all

examples of the use of models. There is another type of model

that has become much more adaptable to real world situations

since the advent of the computer. This is the functional or

mathematical model. The mathematical model describes the flow

process and relationships of a system. One element in a system

can be described mathematically in terms of another element.

For example, space required for a particular class can be a func-

tion of the number of students in the class, and the raimber of

students in the class can be a function of the number of students

in curriculum drawing on that class, etc. Models are useful
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to experiment with situations in the real world where it is impos-

sible or excessively expensive to manipulate the real world. They

are also useful as a method of understanding the real world process.

Models are generally used in the following ways:

1. They may permit feasible and economical experi-
mentation on real world systems without incurring
the costs, risks, and expenditures in time which
may be required in actuality.

2. They allow us to formulate, communicate, and discuss

hypothesis.

3. They bring about an understanding of the system
variables and their relationships.

4. They make it possible to forecast and project
for planning and decision making.

5. They allow control of the time scale. Real world
processes occur over long periods of time.
Modelling can allow long time intervals to be
collapsed.

6. They enable us to control and monitor real
world processes [Naylor, et. al., 1966: 8].

Model construction involves identifying the critical elements of

the system being modeled and their relationships. Martin calls

this the conceptualization phase in implementation [Martin,

1968: 163]. It involves defining the problem, uialysis, defin-

ition of parameters and variables, determination of information

and data requirements, collection of data, adoption of hypothesis,

determining measures of effectiveness, and the determination of

approximation procedures. The abstract model is then translated

intc an explicit zre'.1 through flow charts, equations, and computer

code. The final phase is to run the model feeding it with a set

of data that hopefully can be validated with the real world.

Validation of the model is a big problem in simulation. Does the
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model represent the structure of the real world? Do the input

parameters represent the parameters of the real world? Is there

a real world situation to check against?

Simulation models do not produce automatic decisions. The

administrators task is to (1) clearly define institutional

objectives, (2) identify alternative future programs, (3)

simulate results of alternative programs through the use of

models and (4) implement programs judged to be most consistent

with the objectives [Huff, 1969].

MODELS AND SIMULATION IN HIGHER EDUCATION

A number of models have been built to simulate various processes

in higher education. Juan Casasco [Casasco, 1970: 72] reviewed

over forty models and rpnorted nn twenty onp in his ctudv- kg.

categorized the models into comprehensive or specialized with a

further breakdown on operational versus developmental. Of the

twenty one models reported on in the study, seventeen were class-

ified as operational. A comparative matrix listing the models

studied as well as how they were classified is shown in Figure

1.8. However, one must be careful in the use of this data since

Casasco's interpretation and classification may not be the same

as the reader's. Also his sources were often publications written

by the model's authors who tend to be over optimistic about what

the model can do. Casasco has put both the CAMPUS model (Number 3)

and the Stanford model (Number 17) colder the classification of a

Data Management System. However,.there is a big difference in the

data management capabilities of these two. The Stanford model's
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primary objective is to function as a generalized data management

system in higher education. Whereas the CAMPUS model has only

a limited amount of data management capability, its primary objec-

tive is to operate on the data that is extracted from a data

base. In general, Casasco's study is a good survey of the charac-

teristics and emphasis of models in higher education. There are

two main parts to a mathematical model of the type referred to in

Casasco's study. First, one must construct the model itself (i.e.,

develop each mathematical relationship), and second, one must

supply the parameters and data for the model to operate on. Some

models are classed as very aggregate models, others are classed as

very detail models. As models become more detailed, the number

of relationships and the number of parameters tend to expand

aeometricallv. Aaarecate models in hichcr education tena to

work primarily with gross regression equations. Enrollments are

fed into the model and costs are projected by departments or

discipline, with very little breakdown in thc! type of cost.

Most of the models fall into this category [Weathersby znd

Weinstein, 1970: 12].

CAMPUS falls into the category of a dissaggregate model. It is

the most comprehensive of all the models reported on by Weathersby

and Casasco. CAMPUS requires data down to the course level of

detail, quarter by quarter. ctaffing requirements can be

altered for specific courses in any year of the simulation.

Some of the parameters that can be altered include: (a) amount

of credit per contact hour given for teaching a course (per rank
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within cost center); (b) amount of credit given per faculty for

specified non-teaching duties (per rank within cost center);

(c) salary and inventory by rank and cost center; (d) hiring

policy and restrictions.

The CAMPUS model can be used to simulate the effects of changing

these parameters or other parameters that have an effect on

staff time; for example, CAMPUS was used in one division at

Bemidji State College to simulate the effect of changing the

teaching load from 12 to 14 hours. Another experiment was to

look at the effects of teaching all introductory courses in a

particular department in sections of 500 and all other courses

in sections of 25. Once the original base of data is set up,

it is not difficult to use CAMPUS to simulate the effects of

different alternatives. Chapter two will go into more discus-

sion of the data required for the staffing modules of CAMPUS.
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THE ROLE OF FACULTY ACTIVITY ANALYSIS

IN PLANNING MODELS AND SYSTEMS

The financial situation in higher education as noted earlier in

this chapter has increased the need for better planning and cost

analysis. Planners and administrators are concerned with "unit

costs", costs by level of instruction, costs per degree or pro-

gram element and costs by program. These costs are presently

difficult to derive and interpret because data is not available.

Consequently, in order to do better analysis and obtain better

measures of cost, more data is required on how the inputs are

being allocated to the production process in higher education.

When one considers that over 80% of the resources
used in the Primary Acddemic Areas are in support
of faculty and staff activities and that, for the
most part, these activities can support more than
one "process", the need for faculty activity analy-
sis becomes obvious. It becomes the logical key-
stone to identifying the direction and purposes to
which resources are being applied. In addition,
because there are so many concerns about faculty
accountability for professional services rendered,
it is logical to include this accountability under
the umbrella of faculty activity analysis. Finally
it is important to know both the nature and mag-
nitude of support of processes by faculty and the
current scope of activities performed by faculty
in order to plan, compare alternatives, and
evaluate change [Inter-University Council of Ohio,
1970].

Faculty resources represent the largest current expenditure

input to the production process in higher education. During

the fiscal year 69-70, $21.2 billion was spent on salaries for

instruction [College Management, January 1971: 1]. This does

does not include salaries for administration and organized
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resear4.... is another large portion. Faculty salaries have

been risin five percent to seven percent per year over the past

ten years [College Management, January 1971: 12]. The weighted

average salary across all ranks at the University of Minnesota

rose from $9039 in 60-61 to $14,696 in 70-71. This is a 53

percent increase over the ten year period [Memo V.P. Smith to

Deans, 1970]. In addition to faculty salaries increasing, the

numbers of faculty will also continue to increase to keep up

with demand.

Since faculty represent the major resources in the production

process of the University, it is important to know how this

resource is being used and how it is distributed to the programs

of the institution. When one is concerned about the costs of

particular programs, he is concerned with the direct costs affect-

ing that program. How much faculty resources is a particular

program drawing? When one is considering the addition and/or

deletion of programs he is concerned about what effect it will

have on resources. Projections on faculty time must be considered

to determine this effect. When alternatives are considered, dif-

ferences in demand on faculty time generally represent the major

variable.

The combination of the economic impact of faculty salaries and the

need for cost analysis has emphasized the need for more analysis

of faculty activities. Data on faculty effort and how it is dis-

tributed is the key to more meaningful cost analysis. Faculty

effort data is required to (1) drive the models, (2) to provide
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the initial inputs to activity and program costing in PPB Systems,

(3) to provide the data for effective planning at the operational

level (department) and (4) to provide the parameters needed to

support analysis in PPB systems and input-output analysis.

At the heart of a college's problem of resource allo-
cation is the disposition of its prtmary resource-
its faculty. In a modern American institution, the
typical faculty member engages in a bewildering array
of activities that may be considered germane to the
mission of the institution and its role in society
and which the institution wants to support [Goodwin,
1970: 6].

Faculty activity analysis is also necessary for administrative

processes at the departmental level. The equitable treatment

of faculty within and across departments is an item of impor-

tance to the individual faculty member. The department head must

consider the objectives of the department, the objectives of the

school, the demands of the students, and the characteristics and

demands by the individual faculty members in accomplishing the

tasks of the department.

-44
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PURPOSE AND SUMMARY OF THE STUDY

PROBLEMS IN FACULTY ACTIVITY ANALYSIS

There are many problems currently associated with the entire

area of faculty activity enaiysis. The problems can be grouped

into the following classifications.

1. Activity Definitions.

a. Which activities of the faculty member are relevant

to the purpose of studying faculty activities?

b. How should activities be grouped?

c. What is the crosswalk between all of the possible

activities of a faculty member and the reporting

format of activities?

2. Measures of Faculty Activities.

What should be used as a measure? Average hours per

week, total hours per quarter, percent of time, credit

hours, numbers of students, numbers of committees,

numbers of advisees by level are all measures that

have been used in the past.

3. Population problems.

Who should be included in the population and how should

each be handled is a continuing problem. Researchers,

administrators, lecturers, teaching assistants, split

appointments all confuse the situation.

4. Acceptance by the Faculty.

Faculty are not accustomed to having to report on what
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they do. Many have entered the academic profession

because of the freedom characteristics that have been

associated with academia. Education programs are

required to gradually turn this thinking around. The

relationship between faculty activity data and its use

and effects in planning must be demonstrated to the

faculty to gain their support.

5. Accuracy of the Data Collection Method.

Methods of data collection have been one of the most

perplexing problems surrounding faculty activity analy-

sis. Most of the efforts have used a census approach.*

However, there has been considerable concern over the

accuracy of this approach. Consequently, there is an

effort to explore other methods of data collecLIon

will better satisfy the accuracy requirement. Some work

has been done using logs or diaries (University of Minn-

esota Veterinary School, 1968, and School of Agriculture,

1971; British Grants Commission, 1969). Other work has

been done using sampling and interview techniques (Uni-

versity of California, 1970: Ritchey study, 1959).

CONTRIBUTION OF THIS STUDY

The purpose of this research was to explore another sampling

method using the technique of "self-sampling". This means the

faculty member samples his own activity over a period of time

using a random alarm device to indicate the points to be sampled.

*A summary of various efforts is reported on in Ct.apter 2.
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There were two primary objectives of the study.

1. To determine if there was a significant difference between

the data obtained via self sampling and the data via

estimates.

2. To determine if self sampling can be used in a faculty

environment, and if so what sampling structure is most

feasible.

The major hypothesis that addresses itself to objective number one

is: Experiment data (self-sampling data) equals estimates.

This hypothesis was tested under varying conditions.

Hypothesis 1.1 Experiment data equals period estimate:
Tweve week estimates.

Hypothesis 1.2 Experiment data equals period estimate:
Six week estimates.

Hypothesis 1.3 Experiment data equals period estimate:
Three week estimates.

tmathesis_114 Experiment data equals period estimate:

Aggregate.

Hypothesis 1.5 Experiment data equals period estimate:
Aggregate - No personal time work.

Hypothesis 1.6 Experiment data equals period estimate:
Aggregate - No adminlstration.

Hypothesis 2.1 Pre estimates (estimates at the beginning
of the quarter) equal experiment data.

Hypothesis 2.2 Post estimates (estimates at the end of the

quarter) equal experiment data.

Four hypotheses have been set tip to address the second objective.

Hypothesis 3.1 Self sampling is preferred to estimating
methods for gathering data on faculty activ-
ities.

Hypothesis 3.2 A period of three to four weeks is about the
right length of time for a faculty member to
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carry the device.

Hypothesis 3.3 Faculty mewbers would rather carry the device
for a short period of time with a higher
frequency of points per day than to carry it
for a longer period of time with a lower
frequency of points per day.

Hypothesis 3.4 An average of one alarm per hours is a rea-
sonable number of points per day.

A secondary objective of the study was to develop parameters for

Project PRIME (Planning Resources In Minnesota Education). Project

PRIME was a test implementation of a computer simulation model

in higher education called CAMPUS [Reference Appendix A]. An

analysis was done using the CAMPUS model to compare the differences

between the parameters based on this study with the parameters

based on the Bureau of Institutional Research study, Fall quarter,

1969. The analysis of these cilTrerencec was dollp nn both thP

inputs and the outputs.

Hypothesis 4.1 There is no significant differences between
the CAMPUS outputs using Winter 1971 param-
eters versus using Fall 1969 parameters.

SUMMARY OF THE RESEARCH

Chapter two is a review of the literature relating to faculty

activity analysis in thc, past. This review is broken into three

major categories. (1) Defining Faculty Activities, (2) Faculty

Activity Measurement and Data Collection, and (3) Uses of Faculty

Data. In each section an attempt was made to survey what has been

done in the past and what is being done currently in institutions.

A comprehensive mailing was not sent out to obtain information on

forms and systems presently used in institutions to gather faculty
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activity data. However, some letters were sent to obtain infor-

mation on specific systems such as the one in Ohio [Ohio State

University, 1970]. Another source the author reviewed were the

files at WICHE in Boulder, Colorado. They had sent a mailing

to all their members obtaining information on current systems

being used to collect data on faculty.

Chapter III is an explanation of the-experiment that was done as

a part of this research. It describes the population, the self-

sampling method used in collecting the data and the categorY

definitions used in this study. A few self, sampling studies are

reviewed as an introduction to this chapter to familiarize the

reader with the self sampling technique. All of the studies

that the author was able to find on self sampling are referred to.

Chapter IV summarizes the results of the experiment described in

Chapter III. Hypothesis are tested and the statistical results

are reported. Chapter V summarizes the study and discusses impli-

cations for further research.

There are twelve appendices included in the back that may be ref-

erenced for particular detail on certain related aspects of the

study. Appendix A describes Project PRIME, the project that is

supporting this research. Appendix B discusses various self

sampling devices and where they can be obtained. Appendix C

shows an example of each form and document used in this study.

Appendix D describes a faculty information system and how it

could be linked to the CAMPUS model. Appendix E contains a short
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description of the program used to edit and report on the data.

Appendix F describes how work sampling works. Appendix G, H,

I, and J summarize load formula studies, cost studies, a diary

study and self sampling studies that are referenced in various

parts of this dissertation. Appendix K contains the cost

center output reports from the simulation runs done in this

study. Appendix L shows two examples of faculty activity

report forms currently used in institutions.



CHAPTER II

A SURVEY OF FACULTY ACTIVITY ANALYSIS
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DEFINING FACULTY ACTIVITIES

PROBLEMS OF DEFINING FACULTY ACTIVITIES

Defining what faculty do and what should be measured as a part of

faculty load is a difficult problem. W. Hugh Stickler in prepar-

ing working material and a bibliography on faculty load used the

following definition.

Faculty load includes the sum of all activities which
take the time of a college or university teacher and
which are related either directly or indirectly to

his professional duties, responsibilities and interests

[Stickler, p. 80].

This definition is very broad and not very helpful in setting up

criteria for what should be included in faculty load. Activities

which are related either directly or indirertly to prof.sicm03

duties, responsibilities and interests make it possible to include

almost every activity except eating, sleeping, and time with the

family. One can consider the activities of a faculty on a contin-

uum. Then one is confront.7d with the following problems: (1)

WhaTe do specific activities fall on the continuum and (2) where

on the continuum does one stop measuring activities. There are

many activities that are easy to accept as definitely being

included.

1. Class contact

2. Grading papers

3. Preparing exams

4. Administrative tasks

5. Attending faculty meetings
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6. Counseling students

7. Working on an organized research project

8. Serving on committees

9. Preparing class materials for a lecture in a current

course.

There are many more activities that fall into the grey areas.

1. General reading

2. Participation in student discussions

3. Participation in faculty discussions

4. Individual research

5. Consulting

6. Public service functions

7. Advising student organizations

8- Attendino seminars

9. Writing a textbook

10. Writing an article

It is difficult to handle the activities of a professor that are

not directly assigned as his responsibility. If he is assigned

to a course, then all activities related directly to teaching

that course are definitely included. If he is assigned to a

faculty committee, then all activities related directly to this

,unction are included. If he is assigned to a research project

that is organized and specifically funded through tile institution,

then there is no question of these activities being included.

However, if the faculty member decides to do research in some

area which has not been specifically assicned or funded, is this

a part of his load? The answer to this question may depend or
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the policy of the institution. Is research required? Is it

assumed that one does research because of his reduced teaching

load?

How much professional development is required or should be classi-

fied as part of the load? Does reading a journal article in the

professional field constitute professional development? What about

reading the daily newspaper? These are difficult questions to

answer because of a lack of criteria.

In industry all professional development outside of the job (i.e.,

not on company time or funds) would not be considered part of the

hours spent on the job. The criteria tends to be whether you are

on the job or not. Therefore, if a data processing manager is

rzzding Datamtion at work, it is part of his job. If he reads

it at home, it is considered as a part of his own professional

development. This problem is different with faculty. Except for

his class hours and office hours, the faculty member is free to

spend his time where and how he wishes. Consequently, where he

reads a journal has no bearing on whether it is a part of his

job. Theoretically all outside work of the professor not specif-

ically assigned could be classified as professional development

and not counted as part of the load at all. Or it may be recog-

nized, but only up to some set standard. Extra hours heyond this

standard would be the desire of the individual faculty member and

would be treated the same as the manager of data processing read-

ing Datamation at home.

-54
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Another dimension influencing the problem of defining faculty load

is all of the factors that affect the size of the load. Load is

not just the activities assigned and worked on by a faculty

member. Load is also affected by the: (1) Type of class (lecture,

lab, independent study), (2) Type of course (theorY, philosophy,

problems), (3) Number of students in the class, (4) Number of

preparations, (5) Number of advisees, (6) Number of students in

paper stages at the Masters and Ph.D. levels, (7) Number of times

each course has been taught before by this instructor, (8) If the

course is new in the curriculum, the development stage of the

course, (9) The experience of the instructor in the subject

field, and (10) The amount of clerical or teaching assistants

available to the instructor. For more discussion on this,

reference Appendix G.

The problem of defining faculty activities has been expressed by

a number of writers. Forty years ago Reeves and Russell stated:

The evaluation of faculty load is an extremely difficult
problem. Teaching duties vary tremendously from
institution to institution and from individual to
individual within a given institution. In fact the
factors involved in determining total faculty load
are so numerous and so varied as almost to preclude
precise determination by any mechanical method. No
thoroughly scientific method of measuring faculty load
is now available. Existing measures are unsatis-
factory and incomplete. The answers are not yet in.
Yet as a practical necessity, some method of measuring
and adjusting faculty load--even though only approximate--
must be employed [Reeves and Russell, 1929: 1653.

That was the situation in 1929. The situation today is no

different.



47

There 4-1,!-ry of activity to study the problem in 1959 and

1960. A c-:-'rence on the measurement of faculty work load was

held at Purdue University in 1959. A report published as a

result of this conference [Bunnell, 1960) had in it a number of

papers related to the problem of defining and measuring faculty

work load. The report also contained an extensive bibliography

up to that _riod of time. Since that time there was not been

much activity. In 1961 John Stecklein, Director of Institutional

Research at the University of Minnesota published a monograph on

"How to Measure Faculty Work Load" [Stecklein, 1961]. His mon-

ograph discussed the uses or values of faculty work load studies

and some of the various methods of measuring faculty work load.

He also makes recommendations concerning the formation of a fac-

ulty advisory c*Tr:ittee, determination of guiding policies,

development of report forms, content of these report forms,

distribution anu collection of forms and the tabulation, analysis

and reporting of results.

Very little work has been done to improve the state of the art

in faculty activity analysis during the 1960's. The author

reviewed Dissertation Abstracts,* the Education Indext** sent

out a number of letters, used the Datrix System at University

*Dissertation AbFtracts (Ann Arbor, Michigan: University of

Michigan).

**Education Index New York: The H.W. Wilson Co., 1960-1970).
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Microfilms* and reviewed the files of WICHE in Boulder, Colorado.

The results of this search are recorded in the bibliography.

The bibliography is not exhaustive, but it includes a significant

amount of the work done before 1960 and all of the references

the author could find relating to the faculty activities after

1960. The number of institutions doing work on faculty studies

has increased during the 1960's. This is evident in reviewing

the systems presently in operation in various institutions [See

Figure 2.2]. The reasons for this are the pressures cited in

Chapter 1 and the development of more data on the computer making

it easier to run some of the studies. This is especially true

of studies that involve just credit hour, contact hour and full

time equivalent (FTE) measures.

The most significant effort in advancing the state of the art in

Faculty Activity Analysis is the effort currently being worked

on by WICHE. The effort is coordinated by Leonard Romney, Staff

Analyst for WICHE. Assisting on the project has been

Gary M. Andrew
Associate Professor
School of Business Administration
University of Minnesota

Donald Lelong
Director, Office of Institutional Research
University of Michigan

Burton Wolfman
Associate Director
Office of Analytical Studies
University of California

*University Microfilms, Ann Arbor, Michigan. Key word search on
dissertations from 1956 to 1970. Key words used were Faculty

and Load, Sampling,Information, Allocations, Assignmer4 Study,

Ouestionnalve, Schedule.
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Geoi,- lauqhman
Director, ild-linistrative Research and Systems
Ohio Stato %,ivcrsity

The project is scheduled through 1975 with additional manpower to

handle the tasks that are planned. More references to the WICHE

project wi'l be made as they relate to the next sections of this

chapter.

FACULTY ACTIVITY CATEGORIES - PAST STUDIES

Faculty activity studies in the past have had varied forms of

activity categories. Many differences are due primarily to

different terminology for the same activities. Other differ-

ences are due to combining elementary tasks into different

combinations in making up the main categories. The varied forms

of activity categories cause two problems. (1) A good under-

standing of how activities should be classified is never accom-

plished by faculty and users of the data, and (2) the data is

not very useful in comparisons from institution to institution

or from year to year if the category structure does not remain

constant. The category structures of a number of past studies

were reviewed by the author. Figure 2.1 summarizes into a

common format the categories used in these studies.

Figure 2.1 shows that research, public service, and some levels

of administration have been a part of faculty activity studies

since the 1920's. Both Davis [1924] and Ayer [1929] mention

these categories as well as some form of professioral development.

Contact hours appeared to be a more significant measure than the

use of credit hclurs. However, in many of the studies both contact
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hours and credit hours were used. A significant aspuct of these

past studies is that very few collected data by individual

course. Apparently there was more interest in obtaining aggregate

data by category than obtaining a breakdown within category.

Most of the data was picked up via questionnaires with very few

using computer files to extract any of the data. Most of the

studies were in hours rather than percent, and almost all of

the studies were special studies. A few of the studies had com-

prehensive sets of categories. These included the University

of Hawaii, Eastern Washington State College, California and

Western Conference Study, College of Education, at the University

of Minnesota, the University of Minnesota and the University

system of Wisconsin.

.f 0, CMTLUVAALJ UUMMCM .)luuica

More and more institutions across the nation are initiating

periodic studies or continuing studies on faculty activities.

Some of the systems collect data quarterly as a regular process,

other systems do special studies once a year or once every 3

years, 5 years, or even 10 years. The structure of the data

collected in the current studies also varies from study to study.

This is due to differences in the level of detail and in the

mixture of the elements within categories. Figure 2.2 summar-

izes all of the studies reviewed by the author into a common

format. Summarizing in a common format is a difficult task

because of the differences in terminology vsed and the differ-

ences in the way activities am:. grouped.
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A significant difference between the current studies and the past

studies in category structure is the greater emphasis on detail in

the current studies. Most of the current studies break instruction

into detail by course, by level of instruction and by type of

instruction. More emphasis is given to independent study by

level of student, especially in the graduate institutions.

Research is segmented by department research and sponsored

research in almost every study where research is significant.

Public service and administration is also broken into detail

elements depending on the particular study. It was noted in

some institutions (Oklahoma State and the University of Wash-

ington) that administration was considered as a part of each

of the other categories and not as a separate category. The

University of California has an extensive breakdown witn a

number of major categories. Post doctoral fellows, special

examination of students and department colloquiem are major

categories that are not traditionally a part of other systems.

California breaks out Faculty Senate Affairs, Non-Budgeted

Administration, and Budgeted Administration as major categories.

The University of Michigan has the least detail of the insti-

tutions that pick up data on non-teaching activities. The

only detail required is a breakdown of research and creative

activity into sponsored versus departmental. Otherwise the

University of Michigan covers only the five common major

activities. These are (1) Instruction (Regular), (2) Instruc-

tion (Independent Study), (3) Administration, (4) Public
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service and (5) Research and Scholarly Activity. The other

institutions follow this same pattern for the major categories

with one exception. Student advising, counseling and support

is generally separated out as another major category.

There are fewer and fewer institutions that are doing studies only

on credit hours, contact hours and numbers of students. Drake,

Rennsselaer, Penn State, University of Cinncinati and the Univer-

sity of Nevada were the only institutions falling into this

category of the twenty-five reviewed by the author. More studies

are recognizing the need to collect data on many of the other

activities worked on by faculty. It is interesting to note in

Figure 2.2 the number of systems that are tied to computer

output. This means that the form sent to the faculty tc collect

data already has some data on it. Typically this data includes

the courses he is teaching, the contact hours, credit hours,

number of students, and the account numbers he is assigned to

for administrative tasks and research projects. The faculty

member makes changes where appropriate and adds the additional

data such as hours or percent of time.

THE WICHE EFFORT

The WICHE MIS program is currently facing the problem of defining

what faculty do and how to measure it. Huff and Farmer wrote a

paper in 1969 entitled the "Components of the Instructional Func-

tion in Higher Education" in which they list nine faculty activities

[Huff and Farmer, 1969].

1) Formal classroom, laboratory and tutGrial contact
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with students, including preparation for such con-
tacts and subsequent ealuation of student work.

2) Formal supervision of research and thesis work

(conducted under a course number).

3) Conduct of experimental .or innovative instruc-
tional programs.

4) Informal seminars and conference contact with students.

5) Academic advising of students.

6) Development of new or innovative instructional
materials or approaches for future use with
students.

7) Participation on academic committees.

8) Departmental research, financed internally for the
primary purpose of maintaining or improving
the professional competance of faculty and for the
benefit of those students who may be involved.

9) Participation in meetings and activities intended
to produce professional growth.

paper aiso sets up a two dimensional array ror structuring

these nine activities into four different types as they pertain

to instruction.

Direct Instruction

Type I

Formal Classroom Contact and
related preparation

Formal supervision of research
and thesis work

Innovative Instructionai
programs

Type III

Informal seminar and conference
Contact with students
Academic Advising of students

Indirect Instruction

Type II

Development of new innovative
instructional materials or
approaches for future use

Academic Committees

Type IV

Department Research
Faculty Participation in
professional meetings and
activities
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Early in 1970 a task force suggested that an ad hoc group be set

up to consider the problems in faculty activity analysis. The

task force recommended that the Faculty Activity Analysis Ad Hoc

group consider the following questions [WICHE, 1970].

1. What is the degree of institutional interest in

studying faculty effort and output?
2. In what manner should total faculty efforts and

outputs be surveyed?
3. What are the possibilities of developing and

gaining acceptance of a WICHE MIS standard
faculty activity analysis instrument?

4. Can a standard faculty activity analysis proced-

ure be used by homogeneous groups of institutions?

5. What are the possibilities of using the products
of a faculty activity analysis survey for compar-
ative purpose?

6. Should the staff expand the concepts presented in

the paper, "Faculty Activities Contributing to the

Instructional Function of Higher Education", in

order to explain the problems of determining
higher education joint products and their
relationship to the analysis of faculty activities?

A draft submitted by this task force in June 1970 highlighted

some of the factors which account for the difficulties that deal

with the problem of analyzing faculty activities [Andrew, Curry,

Romney, 1970: 1]. The problems cited were as follows:

1) The lack of a common set of definitions of faculty

activities.
2) The lack of ". . . common guidelines for the assign-

ment of specific activities among the processes
of instruction" [Inter-University Council of Ohio,

1970: 48].
3) Lack of uniform methods for measuring the amounts

of time and/or effort spent in these activities.

4) Lack of differentiated levels of data (for different
management levels) on faculty activities and cost

allocations.

The task force draft as of June 2, 1970, outlined the following

objectives of their project [Andrew, Curry, Romney, 1970: 3].

1. Construct a set of definitions of faculty assign-
ments which are as mutually exclusive and exhaustive

as possible.

£5
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2. Develop a system which will facilitate classifying
th -se Mculty assignments according to the programs
'a,- the institution.

3. Su-,le,.-t a process for improving faculty assignments
and for measuring effort devoted to the activities

associated with each assignment.
4. Develop a procedure for the allocation of faculty

costs to programs.

A preliminary draft of a paper resulting from this project was

released for review about April 1, 1971 [Romney, 19713. This

paper discusses the importance of relating the activity vector

with the program vector when gathering data an faculty. A

general activity/program matrix is described where the activity

dimension is along one axis and the program dimension is along

another. The activity dimensicn is defined as follows:

1. Teaching Activities
1.1 Course Activities
1.2 Course Mated Activities
1.3 Otner feacning Activities

2. Student Service Activities
3. Research and Creative Works Activities
4. Professional Service Activities
5. Administrative Activities
6. Other Research and Creative Works Activities
7. Other Professional Activities
8. Other Activities

The paper discusses two major breakdowns of the activities vector.

1. Activities which have direct program implications and

affects, and for which the institution pays the

faculty member.
2. Activities which are not paid for by the institution

and in which faculty engage regardless of their

assignments.

Which activities are put in the last category is an institutional

decision. Activities such as (a) Other Research and Creative

Works Activities, (b) Other Professional Activities and (c) Other

Activities are possible candidates for the last category.
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The program of the activity program matrix consists of

wie programs defined in the Program Classification Structure

(PCS) [Gulko, 1970]. The ma,jor program classifications are

(1) Instruction, (2) Orgarized Research, (3' Public Service,

(4) Academic Support, (5) Student Support, (6) Institutional

Support, (7) Independent Operations. Each cell of the program

activity matr;-, would contain weekly hours spent in activity

mode (i) attributed (by faculty) to program (j). When each

cell of the program/activity matrix is filled, one can easily

sum the matrix to obtain the total time expended per activity

or per program.



59

FACULTY ACTIVITY MEASUREMENT AND CATA COLLECT!ON

tlEASURE OF FACULTY ACTIVITY

Measures of faculty activity fall into two classes. (1) Measure-

ment of teaching activity alon2 such as (a) credit hours, (b) con-

t4ct hours, (c) student credit hours; and (2) Measurement of all

activity including non-teaching activities. The measurement of

faculty activity in terms of credit hours or contact hours

assumes that all the activities of the faculty member ere primarily

teaching or correlated very highly with the teaching function. It

also assumes that three credits of course A 1 equivalent to three

credits of course B, since in most studies they will be added toget-

her to come up with a total mea;:.;-ement of activity or load.

The credit hour - semester or quarter - is undoubtedly

the most common measure of faculty load in institutions

of higher education. It is usually presumed that
there is a somewhat constant ratio between credit

hour load and total faculty load and that, therefore,

credit hour load gives a rather reliable index to

total faculty load [Stickler, 1960: 81].

Various studies have shown that credit hours are not a good

measure. Knowles and White [Knowles and White, 1939: 809]

indicated in their study that credit hours do not reliably

reflect instructional load. Their study showed total time per

credit hour varying from 2.9 to 5.5 hours. Other studies

show similar variances. Stewart in a 1934 study [Stewart, 1934:

p. 225] showed a range from 2.2 to 7.7 hours per credit hour.

A 1937 study by Michell [Michell, 1937: 311-19] indicated that a

fifteen hour credit load usually requires about 50 hours per week,



but that it could go as high as 84 hours. Another study [Wood-

burne, 1958: 93-96] uses four hours per credit hour as a measure.

A recent Ohio study summed it up this way.

Clearly the conclusion of virtually all studies from

1929 to 1959 was that neither credit hour, contact

h3ur, student credit hours or student contact hours

were by themselves, or together, reliable indicators

of faculty members' workloads.

Despite the results of these studies, the convenient
descriptive load of fifteen credit hours per week
(with an average of two hours preparation and grad-

ing for each credit hour taught), has persisted
throughout higher education. Two reasons account for

this persistence. First, the fifteen hour load
presents a simple description of a complex phenomenon.

By adding preparation time one arrives at a work week
of f.Irty five hours, which seems intLitively sound.

(In this case, the evidence of actual studies shows

a forty-five hour week to be conservative estimate
of a typical week.) Second, no better substitute

measure was available. Junior Colleges were pleased
when they could, from registrars' records, show a

fifteen hour load. Universities argued that tdelv:

Yids d UeLLer numiJur wilen researcn ami pub-tit. serviue

were considered. The American Association of Univer-
sity Professors recently recommended that nine be

adopted as being more realistic. In short, the use

of the "credit hour" as a standard criterion for
evaluating an individual's contribution to the work
of his university is even less appropriate then it

was ten years ago and it was clearly inappropriate
then [Inter-University Council of Ohio, 1970: 7-8].

It is not difficult to argue that credit hours is a poor measure

of teaching activity. When one considers the percentage of time

spent by faculty on research, public service and administration,

it is easy to see why activities related to credit hours are not

the only significant time consuming items. The correlation, oi

course, varies by type of institution (Junior College, State

College, University).

An alternative to measuring activity in terms of credit hours or
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contact hours is to m2asure faculty activitics by clock hours.

Although credit hours are still used as a guideline to measure

teaching load, more and more institutions are collecting data

in the form of clock hours or percent of total time to measure

total effort. The advantagc uf this approach is that it does

a better job of including all activities of the faculty. Also,

it does not make the assumption that the effort to teach three

credits of rourse A is the same as the effort to teach three

credits of course E.

The question of whether one should gather data in terms of hours

or percent of time is a difficult one. If one gathers data in

hours, then percent of time can be derived. The reverse is not

tru2 unless one gathers, in addition, some information on average

total hours per period. becausa ot the tact that tnere are

large variations in the work week, percent of time alone is not

very meaningful. The usefulness of percent reporting depends

on how the information will be used. For costing purposes, it

can present problems. Tyndall and Barnes give a good explana-

tion of the problem in reference to the CAL-Big Ten study

[California and Western Conference Cost and Statistical Study,

1960] where faculty workload was computed on a percentage basis.

They cite that

this approach has obvious merits, but given the wide

range in the number of working hours per week reported
by faculty members, it has one major disadvantage that

can be illustrated best by a single example: If two

faculzy members teach separate sections of a single
course, each having the same salary and spending nine
hours each week in contact with students and in
npreparation" for class (including the grading of
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exam. ase assignments. office `lours, etc.),

but one states that he spends 25 percent of his

(36 ho,-, jrk week on teaching whereas the other
spends 16 2/3 percent of his 511 hour) work week on

teachiny, quite different amounts will be charged to
instruction in the two cases by the percentage-of-
time approach. This seems clearly unreasonable.
To say that teaching costs more in the case of the

man with the 36 hour work week because he does
less research would indeed be strange; the same cost
should charged in each case [Tyndall and Barnes,
1962: 1-1.

The problem of the cost varying just because the hours vary erom

professor to professor is particularly difficult to accept when

one considers that the number of hours are almost completely

under the control of the professor. Another complicating problem

is the group of activities that are counted when one considers

faculty activity measurement. Should the cost of a course go

down because a particular faculty member (a) does more public

service, (b) does more professional reading or (c) engages in

more student support? Further, should a cost of a course in

one quarter be lower than the cost for the same course in another

quarter just because other non-teaching activities vary from

quarter to quarter? These questions have not been answered.

FACULTY ACTIVITY DATA COLLECTION

SURVEYS: One of the most significant problems in working with

faculty activity analysis is a system to collect the data.

Various methods have been experimented with, but the predominant

method in use is the questionnaire. The usual approach is to

distribute the questionnaire after the quarter has ended, and

ask the professor to estimate the time spent in each category
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Led before in this chapter, the estimates

ot lours or percent of total time.

The format of the form is important. Like any questionnaire it

should bc adequate to provide the data needed and yet simple

enough so that it can be understood. John Stecklein, who has

done considec "u work on faculty load research, makes the follow-

ing suggestion.;.-

It is essential that each faculty member feel that the
report form gives him arple opportunity to describe
accurately the kinds of activities that he performed

during the period under study. Planning such a form
is difficult because the more provisions made for
distinctive responses, the more difficult is the
analysis and, usually, the longer the form. Some
compromise has to be reached that will give each
faculty member the opportunity to express adequately
how he has spent his time and, at the same time,
preserve the simplicity of data tabulation and
analvcis that is desirable fstecklein. 1c151: 141.

Stecklein goes on to suggest that a form of three to four 8 1/2

x 11 pages should be adequate for the faculty member to suffic-

iently include everything. If the form is less than th:s, he

feels that certain faculty activities may be neglecteo and the

study will no longer be a comprehensive analysis of faculty load,

or activities may be grouped together in such a way that the

forms will not adequately differentiate faculty functions.

Generally the reporting is for some period such as a quarter or

a semester. Some studies ask for data for each period over the

entire year. The University of Colorado form for 1968 requested

data for the entire year [MLMichael, 1968]. The problem with

obtaining estimates over such long time periods is that it is

72
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difficult 1...:-..amember what has transpired, in terms of activity

and the amount of time spent. Consequently, the reliabiiity

of this data for planning purposes and for models has been doubt-

ful. There has been only one published study known by the author

that has investigated the problem of estimates versus actual.

This was a study done by Ritchey at Purdue in 1959 [Ritchey,

1959b: 244]. Ritchey stated that in general the correlations

between actual and perceived activity were only fair. The most

accurate e3timates were made of the time spent in class. This

would be expecte:. The least accurate was the time spent in

personal activi4 during regular hours. "Without exception the

faculty estimated their time spent on personal act4 city to be

much less than the percentage actually observed. The most

..c-fimAre m.A.? by an ibvt!wldual wA.s thrg.f. 2Prc-nt-ejb

points lower than the observed value of 20%" [Ritchey 1959:

248].

Stecklein tends to support estimates as being fairly accurate.

He states that estimates have agreed favorably with diary records

and that any system will be in error by at least 5 percent

[Stecklein 1961: 17].

The author has had various conversations with department heads and

faculty and the general consensus is that estimates are useless

except for general information. With this feeling prevailing, the

amount of effort that goes into these estimates probably is a

big factor in why they are potentially very inaccurate.
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There are various ways to control the input of the data which

might help the accuracy of estimates. The estimates could be

routed through the department head for review. This gives the

department head the opportunity to review and to discuss with

his faculty any glaring discrepancies. The discrepancies may

be due to oversights, misunderstanding of the form, or over-

zealous estimating. This procedure exercises some control and

adds to the consistency of the data.

Department heads who have participated in such a
proeedure have expressed genuine appreciation for
the opportunity, and the experience has caused
many to investigate discrepancies between their
impression of what a faculty member was doing and
the individual faculty member's report of what he
was doing [Stecklein, 1961: 25).

DIARY: There have been small diary studies done occasionally in

departments and by individual faculty members who are interected

in finding out how they are allocating their time. Probably the

most extensive study done using the diary method was recently

completed in England under the Committee of Vice-Chancellors and

Principals of the Universities of the United Kingdom. The author

corresponded with the Secretary of the committee, A. A. Bath and

received a copy of the diary and information descrWng the study.

A copy of the diary and notes for guiding the organization of

the enquiry are shown in Appendix I. The study was conducted in

1969-70. As of March 22, 1971, the results were not ready for

publication.

The diary was given to the faculty to maintain for a period of a week.

There were three diaries filled out over the entire year by a
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faculty me .:as for a normal teaching week (in the first

term), anot%-- for a week in vacation but falling outside a

personal holiday period and the last one for a week falling

within an examining period. The study covered a sample except

for some universities that agreed to a full census. The selec-

tion of faculty was stratified by department. A systematic

sample used a e..4,Uo1l number to set the starting point on a list

of names. Every third name was used in the sample.

The diary, as shown in Appendix 1, was set up from 8:00 a.m. to

midnight. The faculty member had to categorize each half hour

of the day into one of seven categories. The categories were as

follows:

A. Undergraduate Time

B. Graduate Course Work Time

C. Graduate Research Time

E. Unallocable Internal Time

F. External Professional Time

G. Private and Free Time

There was also a space to record faculty activity done between

the hours of 12:00 a.m. and 8:00 p.m.

The reactions by some of Britian's 30,000 staff members to this

inquiry were reported in a recent article in Science [British Dons',

1969: 1489].

Many have reacted like clerics asked to prove their
piety, generals their patriotism, or dowagers their

virtue. Proclaimed a Cantabrigian in a letter to
the Times "the only proper reaction, surely, is to
march upon the originators of the scheme and make
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them eat their rediculous phamphlets--the only way of
ensuring that the results of the enquiry will be

properly digested." Another letter from a professor's

wife: "At times my husband talks in his sleep about
academic or university business. Do I the next
morning, after ting the duration of these remarks,
advise him to transfer these periods of dormitory
cogitation from 'private and free time' to another
category?".

An explanatory letter from the Committee of Vice Chancellors

accompanying the diaries carried the suggestion that the com-

mittee acted to head off what might have been a less sympathetic

inquiry by another body, the University Grants Committee, the

quasi-officer body responsible for channeling funds to higher

education.

SAMPLING: The most recent study to use sampling extensively in

collecting data on faculty is the University of California study.

uut ot a totai ot 5813 NL tacuity a sample size of 681 was set.

This is based on a sample size of ten percent per college with the

exception of some of the smaller schools where the sample popula-

tion was increased. The sampling was limited to around 600 due to

the feasibility of using the interview method to collect the data.

A systematic sample selected a random number between one and ten

and every tenth serial number starting at that random number was

used in the sample. A six digit coding system was used to iden-

tify the faculty member.

First Digit: Identifies the campus. The codes are 1-9
and their correspondence with the campuses
is the one shown on page 8 as well as in
Table 1, etc.

*PIE = Full Time Equivalent
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Second and Third Digits: Identify the "subject field"
within each campus.

Fourth Digit: Identifies the "rank" of the sampling unit.

Fifth and Sixth Digits: Identify the individual faculty
member selected for the smple, within
"rank" within "subject field" for each
campus (stratum) [Athanascpoulos, 1968:

30].

With this sample design the following analysis could be done.

a. Total Population (all campuses, all subject fields,
all ranks together).

b. Separate Campuses (within each campus all fields and

all ranks together).

c. Separate Subject Fields (by combining either all
campuses, or at least the small campuses, and in
any case all the ranks. This type of analysis
should not, however, be attempted for fields with
too few cases).

d. Separate Ranks (combining all campuses, or at least
the. 5MF.11 CamMISPS!. ac w11 ac ail
Again, analysis of too few cases, such as "Associates",
f:.hould be avoided).

e. Subject Fields Within Each Campus, Ranks Within Each
Cam us, Ranks Within Each Subject FieTds, and
ina y, .an s Wit in Su ject ie d wiffiTirrich
Campus (These types-6Tihalyses should be made with
extreme caution and only for very few cases where
the sample size is not too smaA( [Athanasopoulos,

1968: 31-32].

Another sampling method that has been experimented with uses a

work-sampling approach. The only study known by the author,

using this technique with a group of faculty in higher education

is a study by Ritchey at Purdue in 1959. The results of the

study have been published in two articles entitled "Utilization

of Engineering Faculty TiMe" [Ritchey, 1959b: 244] and "An

Unusual Work Sampling Application" [Ritchey, 1959a: 450].
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Rltchey set up eighteen activities under five general categories.

A. Teaching
1. In class
2. Course prepalation
3. Course followup (alone) i.e,, grading papers
4. Course followup (with other) i.e., discussing

with students
B. Research

1. Individual (alone at desk)
2. Group discu3sion i.e., discussing research

problems with othcrs
3. Experimental (in laboratory)

C. Administration
1. General (alone)
2. Group discussion
3. Supervision
4. Meetings formal
5. Student Counseling

D. Miscellaneous
1. Entertaining off-campus visitors
2. Attending meetings off campus
3. Working on consulting job
4. Visiting plant
5. Engaging in activity for personal development

E. Personal Activity

The design of the study was structured over a 44 hour week (8:00

a.m. to 5:00 p.m. Monday through Friday and 8:00 a.m. to 12:00 n.m.

on Saturday). The number of observations per day was determined on

the basis of how often one could bother the professor, rather than

on the basis of determining the accuracy required and deriving "N"

using the formula for the standard deviation of the binominal [See

Chapter 3]. The intuitive number that was derived was 4 times per

day. The study was coordinated with 20 faculty members ever a 16

week semester. At four observations per day and two on Saturday,

there were 7,040 possible observations. After taking off 440 for

testing observation effects and losing 29 points, the study ended

up with 6571 observations.
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Other tim_- Dn faculty activities (evening and weekend

activity) _Jvered in the hours sampled was covered by selec-

ting 20 days at random for each of the faculty members and obtain-

ing from them a full report of their after hour faculty activities.

The faculty did not know ahead of time which day they would be

sampled. Picing up the data on after hours activity depended

upon recall, however the professor was contacted on the following

day in most cases to minimize the forgetting. The author contacted

Dr. Ritchey to obtain information on problems he had with thE

study. Since he was in Saudi Arabia at the time, he did not have

access to his study and could not accurately recall the problems

had. He did make this statement in his letter.

I do recall that one of the points of concern was
honest', on the part of the participants. I don't

mean participants would be dishonest, although
this could have happened too, but I WI referring to the

fact that at the time of contact, the faculty member
might be in the process generally of grading papers,
but at the particular instant he may be discussing
last night's basketball game with his office mate.
My feeling, of course, was that this was to be
considered personal time rather than paper grading.
The faculty member wouldn't always agree with me.

Dr. Ritchey highlighted a few other problems in his article

[Ritchey, 1959a: 453]. There were some problems with handling

the fact that the categories of activity were not mutually

exclusive. Ritchey states that "Although this did present an

occasional conflict, each observation was noted under the heading

that appeared to be the primary motivation."

Other problems involved interpreting the category definitions.

Research, for the purposes of this study, was defined
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as ass-191feu research and therefore did not include
any resewch carried on independently by a faculty
member, Or research of graduate students which the
faculty member supervises. The two latter types of
research were classed as personal development, and
student counseling respectively. It was noted that
many staff persons use the word "research" in a very
general sense; so that it was necessary to give special
attention to this prOlem of classification [Ritchey,
1959a: 453].

Another problem area was how to handle consulting. Dr Ritchey

stated that

to some staff members consulting described any
activity they were paid for doing outside the
university, regardless of its nature. To be
classified as consulting for the purpose of this
study however, the outside work had to require the
professional abilities of the subject. Other
activities for which pay might be received were
considered to be hobbies or otherwise non-professional
in nature, and therefore were classified as personal
activity in the study.

gitckey staLed th.L thei-e .4as . deLire on the part of faailty

to want to indicate at the beginning of the day what they were

going to do that entire day and not be bothered with the observer.

This of course could not be done, but the situation
did require considerable tact in following up on
observations as well as further education of the
subject into the true nature of the study. Incidents
of this nature decreased during the semester which
indicated better understanding on the subject's part
[Ritchey, 1959a: 4543.

Dr. Ritchey indicated that his study was a pioneering procedure

intended to present "food for thought" to others who may contemplate

making studies of a similar nature. He offered the following

suggestions.

1. More attention should be given in advance to the
use made of the results. In other words, a study
made in order to benefit and improve the operation
of an academic department should be designed with
that goal in mind rather than designed merely for
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the purpose of finding out what people are actually
doing with their time.

2. An admitted weakness of the study was having to
return to a faculty member when he could not be
found to have him recall what he was doing at the
time he was to be sampled. The use of recall was
a more serious drawback when used with staff
members who performed largely administrative
duties than with those who performed largely
teaching duties.

3. Recognition of the fact that teachers perform a
considerable portion of their work outside the
normal class or office hours should definitely
be included in any future study of university
faculty [Ritchey, 1959a: 454].

Ritchey contends that the work sampling technique is a relatively

easy, inexpensive and accurate method of discovering activity

patterns of a faculty, providing that the full cooperation and

understanding of the faculty can be achieved.

FACULTY INFORMATION SYSTEMS

More and more institutions are incorporating faculty activity

sub-systems into their operational data systems. These systems

take on various forms. Some systems pertain only to course

data such as credit loads, contact hours, and number of students.

These reports typically multiply credits and contact hours by

students to obtain total student credit hours and student contact

hours by faculty members, department and college. The input

generally comes off of current files without any interaction with

the faculty.

This procedure has not always been very satisfactory because often

the computer system is not up to date. Changes are made at the

department level without bothering to send a change notice to the

811,
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deans into the computer system. Consequently,

these repor.!77,-, to be routed back to the department heads for

review beforc final runs can be made.

Many systems print out a document called a "turnaround" document.

The information that is filed in the computer is printed on the

document. Pi- dccuments are sent to the faculty members for addi-

tions and corr- 'ions. If information is picked up on non-teaching

duties, it is also filled out on this document. Appendix L shows

some examples of documents used in these types of systems.

Appendix D discusses a faculty information system as a part of an

integrated information system. 4
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USES OF FACULTY ACTIVITY DATA

GENERAL INTERNAL ANALYSIS

Traditionally faculty load studies have been used to support

questions on a general basis like "What do faculty do?" or "How

do faculty in r 7 institution allocate their time?" These

questions have LLen asked by legislatures and coordinating

bodies. Consequently faculty have been asked to provide this

data to support funding requests. More and more department heads,

division heads, deans and vice-presidents in charge of planning

are becoming interested in the data for internal analysis and

planning.

Most faculty load studies are initiated by some
member of the administration, with some administra-
tive use contemplated. Administrators find faculty
load data useful in many ways, including the following:
in identifying inequities in faculty load; in obtain-
ing guide 'lines for the assignment of faculty loads
to new staff members; in learning what activities,
other than instruction, consume large amounts of
faculty time; indirectly, in recommending promotions
or salary increases; or in deciding whether to support
or reject requests for increases in staff or increases
in curriculum offerings [Stecklein, 1961: 35].

Doi also supports the use of faculty activity data for assisting

the management of resources internally. He states that we all

know that accrediting agencies and legislative committees from time

to time express interest in various kinds of faculty load data,

but that such data also has value for the institution in arriving

at a more complete understanding of its organizations and problems..

Doi goes on to list five general areas where the data can be useful.
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1) Such information assists administrative officers and
faculty groups in assessing the general efficiency
and econo:Ily of instructional programs.

2) Faculty load studies assist in the development of
objective criteria for determining instructional
loads and staffing needs.
raculty load dal-- -.r1 ha Usad tO stimulate exper-
imentation with instructional techniques and various
class sizes.

4) The data can be useful for the planning of future
expansion and changes in instructional programs.
The institutions should be able to detect shifts in
student interests and in the emphasis that faculty
members might give to veeious subjects, including
changes in level of courses taught by senior and
junior members of the staff.

5) Faculty load studies can be used fur determining
the allocation of funds. The data is essential for
identifying those departments that have the greatest
use for additional staff members [Doi, 1960: 40].

any of the articles written on measuring faculty work load have

een written by deans who are concerned about the problem of

llocating resources. Dean Hill, Head of the College of Physical

nd Engineering Sciences at Brigham Young University, in a recent

rticie on measuring faculty '4ork load stated:

One of the most difficult tasks of a dean is to create
a suitable environment in which his faculty can
function effectively. One of the most important
factors in such an enviro!,ment is the faculty work
load. If it is too heavy, the faculty member becomes
a drudge who lacks initiative and produces poorly.
If it is too light, he lacks challenge, has no incen-
tive, and underproduces. If the work load is just
right, he is a happy man, with good spirit and good
production.

Here lies the dean's challenge. Good measures are the
first step toward assessing the work load, and these
must be translated into terms the university adminis-
tration can understand and accept. It is also often
necessary to persuade a faculty member--especially a
chairman--that his load is a proper one when he does
not feel it is [Hill, 1969: 92].

Lewis Cannell, Dean of the Division of Liberal Arts at Clark
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College uses faculty load data for checking inequalities,

detecting trends, guiding shifts in assignment, guiding refine-

ments in the time schedule, guiding changes in the number of

sections of various courses and the number of staff members for

the following year, and measures of educational output with which

to support budget requests [Cannell, 1959: 3].

George Hauck, who is head of the Department of Civil Engineering

at Tri-State College recently wrote an article on estimating

Faculty Work Load [Hauck, 1969: 117]. Hauck stated in his

article that the "assignment of teaching loads is susceptible to

inaccuracies. Many discrepancies exist in terms of preparation

time and contact hours. The time consumed by duties not directly

related to course assignments is often given inadequate attention.

Demands on various members of the staff may differ substantially."

Another recent article by Patten, head of the Accounting Depart-

ment at Virginia Polytechnic Institute, and Beams, Assistant

professor in the same department, states that

One of the most perplexing tasks confronting the
academic administrator is that of dividing the
teaching load among faculty members. Such misun-
derstanding has often left administrators open to
the charge of favoritism and has led to interfaculty
dissention [Patton and Beams, 1969: 1].

The preliminary draft on faculty activity analysis by Romney states

that

Faculty activity analysis, in conjunction with analysis
of other institutional resources is a useful and
necessary ingredient to the following management functions:

1. The Long Range Planning Function
2. The Program Review and Evaluation Function
3. The Budgeting Function
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4. The Resource utilization Analysis Function

The nature of the relationships between faculty activity
analysis and these management functions define the
purposes for which surveys on the use of faculty
resources should be conducted [Romney, 1971].

INTERINSTITUTIONAL ANALYSIS: Coordinating bodies such as State

College Boards and Junior College Boards are concerned about allo-

cation of resources to the various colleges. According to Dr.

Fred J. Kelly, agencies which coordinate a system must (1)

determine which programs and services are to be provided,

(2) determine in which institution or institutions each of the

programs and services will be supported, (3) fix the amount of

operating and capital funds that are to go to each of the insti-

tutions, (4) make policies under which the system is to operate,

-nd (5) m,k0 f-r th^ .7....:pc..rvt:I= .7F thz taztitutic

to make sure they are providing approved programs at an appropri-

ate level of quality in accordance with prescribed policies

[Bunnell, 1960: 46]. Myron Blee goes on to state

While coordinating decisions requires something more
than faculty work load data, it is true, nonetheless,
that faculty work load data assembled in some manner
or other are essential to the making of those decisions.
If we should fail to devise suitable measures of
faculty effort, the continued use of crude measures
will be necessary [Bunnell, 1960: 46].

Caution must be exercised when using faculty activity data for

inter-institutional comparisons. If the data is not collected

with the same definitions and by the same categories, the data

will be difficult to compare. One must also keep in mind the

objectives of the different institutions so that differences can

be interpreted in light of the objectives. Definitions and
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measurement criteria must be adaptable to each institution so the

system does not break down when there is heavier emphasis on some

activities as opposed to others.

FORMULAS AND LOAD LEVELING: Much of the literature in the past

ten years has dealt with the development of formulas to aid in

measuring faculty load. Many of the current articles, two recent

master's thesis and one recent Ph.D. dissertation, have concen-

trated on the use of formulas [See Appendix G].

Some of these studies [Hauck, 1969] [Hill, 1969] [Swanson, 1966]

have concentrated primarily on teaching activities as opposed to

non-teaching activities. Typical variables included in these

formulas are: (1) class time, (2) preparation time, (3) instruc-

tion nutsido or Oas., (A) rwmhPr of ,-.tiN-.c (5) number of

students.

Other studies [Banks, 1963] [Powell, 1967] [Henle, 1967] [Miller,

1968] have developed formulas that include non-teaching activities.

Some of these can be very complex. Miller's formula involves 31

components. The non-teaching activities generally included in the'

formulas include: (1) Committee work, (2) Administration, (3)

Student Counseling, (4) Research, (5) Professional development

and (6) Public service.

UNIT COSTING: A primary use of faculty activity analysis is to

develop a basis for allocating costs of education. Since faculty

salaries represent a large proportion [Chapter 1] of the total

direct costs, it is important to have a reliable basis for allo-

cating this portion of the total cost to outputs. Most of the
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attention to unit costing in higher education has been in the

past 10 years. Extensive studies include: (1) California and

Western Conference Cost and Statistical Study. (2) Factors

Associated with Instruction Costs in Kansas Public Higher

Education, a Ph.D. dissertation by Waldo K. Anderson. (3) Dif-

ferential Costs of Curricula in Comprehensive Junior Colleges by

Ernest Anderson of the University of Illinois. (4) Faculty Work-

load and Unit Costs of Instruction in Minnesota State Junior

Colleges, a Ph.D. dissertation at the University of Minnesota

by Carl Gerber. (5) Unit Costs of Instruction: A Methodological

Approach by Warren Gulko. [See Appendix H for a summary of these

studies.]

Unit costs that were derived in some of these studies included:

(1) direct salary cost per student credit hour, (2) supportive

teEching cost per student credit hour for each course, (3) total

cost per student credit hour for each course, and (4) total

cost of educating a student in each curriculum offered.

Gulko's study is a methodological study that structures the

mathematical relationships between the variables of discipline,

course level, direct cost, number of students, total cost,

average cost and FTE student.

PROGRAM COSTING: The emphasis on program, planning, budgeting

systems has created a significant need for data on faculty activ-

ities. Program budgeting and costing requires that faculty effort

be known by type of effort, so that the cost of that effort can be

allocated to the proper programs. As program structures are set
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up for universities, one can see how faculty effort of any

individual faculty member can contribute to multiple programs.

Although there is a lot of interest in PPBS in higher education,

there are very few studies one can reference as operating examples.

Most of the work done has been conceptual, and related to planning

models. James Farmer sets up some very generalized examples in

his monograph on PPBS [Farmer, 1970: 10]. The data is based on

the California State Colleges. One example shows the effects of

adding an engineering program in the third year of a five year

program for a growing state college. Another example shows the

effect of enrollment shifts caused by changes in student demand.

The examples presented in Farmer's monograph, however, do not

address the problem of allocating non-teaching activities.

Paul Swanson discusses program costing in hi: Ph.D. dissertation,

entitled "Program Budgeting for a College of Business Administra-

tion" [Swanson, 196f;: 28]. Swanson discusses the problems of

allocation. However, he, like Farmer, did not face the problems

of non-teaching duties. Swanson assumes the direct labor base

for higher education is the full time equivalent class hour.

As a general operational rule, all costs which are
directly related to any specific course are charged
to that course as a direct expense while all other
costs are allocated on the basis of FTE per course
[Swanson, 1966: 30].

Balderston in a memo to President Hitch at the University of

California states that unit costs can be used to "estimate the

costs of changing the composition of University Programs and

enrollment. To obtain unit costs in program terms requires the
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definition of a program structure and then the measurement and

allocation of costs in that structure" [Balderston, 1970].

Balderston goes on to state that the

Faculty Effort and Output Study can be used to dis-

tribute the whole of the regular faculty departmental

wage bill by level of student, making prior correction
for the fractions of hours devoted to departmental
research and to administration. The option exists
of pulling out these components of faculty activity
and going to program costing [Balderston, 1970: 6].
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PLANNING MODELS

INTRODUCTION

Chapter I briefly introduced the concepts of models and the use

of them in higher education. As was shown, there are a number

of models that have been developed in the past five years.

This section will discuss a few specific models and their rela-

tionship to faculty activity analysis. The first topic describes

input-output analysis. The second topic discusses the Resource

Requirements Prediction Model. The final topic discusses the

CAMPUS model.

INPUT-OUTPUT ANALYSIS MODELS

Input-output analysis represents another area where work is being

done to study the production process in higher education. A

recent Ph.D. dissertation by Robert Latham uses an input-output

approach to do a comprehensive analysis of production, costs, and

optimal mixes in a medical college. Latham describes input-

output analysis as follows.

The medical college is viewed as a firm producing
multiple products such as research, patient services,
undergraduate medical education, intern and resident
education, graduate education, etc. Activities of
production are interrelated. Since activities of
production are interrelated, a model is needed to
capture these structural relations.

Input-output analysis used in this context is a
technique which explores the technological production
rclAtions among primary inputs and production activ-
itzes. Resource flows are clearly delineated using
this analysis. Input coefficients can be estimated
For predictive purposes, primary input requirements
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and production activity levels can be deter-
mined for any set of desired final outputs.

Input-output analysis is used in this study because
(1) the medical college produces multiple outputs
through many production activities, (2) these production
activities are interrelated and (3) input-output
analysis captures the structural relations among
those production activities. Further, a detail break-
down of primary input requirements necessary for
expansion can be determined [Latham, 1971: 24].

In order to obtain the inputs for the extensive analysis

done in this study, it was necessary to expend considerable time

and effort in obtaining data on how the staff at the medical

school spent their time.

On the basis of effort reports submitted by faculty
members and other personnel in 1967-68 and 1968-69,
dollar values of resources flows to seventeen programs
of the medical college were generated. These exten-
sive data, by individual, class of good, department,
and account provided the prime source of data for this
study rLathAm_ 1971 321,

This data was designed to consider only medical, resident and

intern education programs as groups. Consequently further data

had to be collected to allocate resources to the specific categor-

ies of these programs such as to specific courses or to specific

years of resident education. Consequently follow up interviews

and effort reports were necessary to collect this additional data.

Department chairmen filled out the majority of the additional

data required. All data was filled out in terms of percent of

total effort.

Categories used were:

1. Undergraduate Medical Education (%)

2. Resident and Intern Education (7;)

3. Patient Services (%)
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4. Research (%)

Each one of these were broken down further by specific course,

level of student, and activity.

Another study using input-output analysis in higher education is

the research being done by Dave Cordes in conjunction with the

PRIME Project [Cordes, 1971]. Cordes is using an input-output

analysis program developed for the Defense Department and

applying it to higher education. The approach being taken is to

supply the input-output analysis program with data from the CAMPUS

model. Data on faculty activities is again crucial since it is

a primary input to the CAMPUS model.

Koenig has structured a general format for an input-output table

the, hifYhfw envirchmcn+,. Thie: ie -h-wn in

Figure 2.3.

The entries in the table, of course, represent the
policies followed in allocating the manpower resources
of the department to the identified outputs. Since
each member of the academic faculty is a free agent
in how he allocates his time to the assigned and
unassigned areas of responsibility, the allocation
policies vaust be compiled from information provided
by each member of the faculty. In an effort to make
this information as reliable as possible, eanh member
of the faculty is asked to register on a card (prepared
for that purpose) at the beginning of each term the
way he expects to allocate his time to the indicated
outputs. At the end of the term each faculty member
will be asked to modify this card in accordance with
what actually happened and at the same time complete
a second card indicating his planned activities for
the forthcoming term. In all cases the faculty's
response is monitored by the department chairman,
with the view that any differences in the conceived
allocations would be negotiated through discussion.
It is believed that over a relatively short period
of time such a procedure will converge to a reliable
measuring instrument and one which requires only
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fifteen or thirty minutes for each member of the

faculty to complete [Koenig, 1969: 36].

THE RESOURCE REQUIREMENTS PREDICTION MODEL

RRPM (Resource Requirements Prediction Model)* is more aggre-

gate than the CAMPUS model. It does not go down to the course

level in detail. Courses are grouped into lower division,

upper division, upper graduate, graduate and other per discipline.

Consequently, there are actually five courses per discipline. A

discipline could be a department or a division or any grouping

desired. Parameters are put into the model in more aggregate

form. These include (a) ratio of credit hours to contact hours,

(b) average section size, (c) average faculty load, (d) distri-

bution of faculty by rank, and (e) a faculty salary schedule.

The diaoram in riOure 2,4 ShOWS a flow of tho seomElnt of th.".

RRPM model using these parameters.

The present RRPM model (RRPM1) does not have either a student

flow module or a faculty flow module. Tentative plans are to

include a student flow module by June, 1972 and a faculty flow

module by the beginning of 1974.

THE CAMPUS MODEL

INTRODUCTION: The CAMPUS model is the most detailed of all the

models developed [Weathersby and Weinstein, 1970: 14]. The

detail goes down to the course level such that each course

*RRPM is a simulation model presently being worked on and supported
by WICHE.
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specifies the type of resources needed to teach it. Faculty

parameters are a key input to the model. Before going into

an explanation of the faculty modules and their data needs,

a brief description of the overall flow of the model will be

helpful. For a more detailed explanation of the model flow,

reference the reports from Project PRIME.*

CAMPUS programmed in Fortran is structured into about 25 sub-

routines or modules. The model was programmed initially for an

IBM 360-85 with 512K of core. It went through various itera-

tions of development. The vers3on that was finally released

for public use was labeld as et',MPUE V. The CAMPUS V model

was later developed into CAMPUS-Connect, by the Systems Research

Group** in Toronto for use in junior colleges in Ontario. Project

PRIME converted the CAMPUS V model from the IBM 360 version to a

CDC 6600 version with a configuration of 65K words internal core

and 256K words extended core. After the conversion effort various

modifications were made to the model by Project PRIME to improve

the outputs of the model.

INPUT: The input to the model is grouped into ten different types.

The types are (1) DEFINE, (2) ACTIVITY, (3) PROGRAM, (4) STUDENT,

(5) STAFF and XSTAFF, (6) SPACE and AVLSPACE, (7) SERVICE, (8)

EQUIPMEN, (9) REVENUE, (10) MISCELLA. All inputs are read into

into the model at the beginning of its execution. A set of

*For an explanation of Project PRIME see Appendix A.

**A private consulting firm in Toronto, Canada.

***K equals 1000.
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input data -.17-xts that format the input into a convenient form

for verificaLion are immediately printed out if requested.

STUDENT FLOW PROCESS: The main processing of CAMPUS is shown in

Figure 2.5. Students are put into the model by credit range (class

rank) and by program (Degree or degree group). Each program has

attached to it a set of curriculum. A curriculum in CAMPUS is

a set of courses in a specific quarter (Fall, Winter, Spring) for

a particular credit range (freshmen, sophomore, junior, senior)

that have some probability of being taken by students in a program

that calls out the curriculum. Consequently, a four year program

on the quarter system will call out 12 different curriculum (3

per year).

A specific curriculum can be used more than once. If students in

three programs take the same courses for the first year, all three

programs can call on the same curriculum. The model did not have

the capability to put two or more curriculum together for a

particular quarter and credit range. For example, curriculum

can be set up for majors, minors and a general education core,

and the curriculum for a program for a quarter will equal the

major curriculum plus the minor curriculum plus the general

education core. The CAMPUS-MINNESOTA model has incorporated the

ability to handle this. Figure 2.5 illustrates this with the

boxes called sub-programs. There are participation rates between

the major programs and the sub-programs (note 2).

The courses in CAMPUS are called activities. As students flow into

programs, demand is put on curriculum which puts demand on activities
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through participation rates. As each program is processed, a total

demand of students is built up for each activity. Then the number

of sections are derived based on section size parameters for that

activity (minimum, desired, maximpm). Demand on the cost center

resources by activity depends on (1) the number of sections the

activity was split into, and (2) the resources required per section

for that activity. The resources will be faculty time, teaching

equipment, and classroom space. Faculty time is the major resource.

OTHER PROCESSES: Another major part of the CAMPUS model is the

analysis of space needs. Space is analyzed in terms of contact

hours demanded and contact hours available by type and size of

classroom. The number of rooms required is derived by type and

size and this is compared with the available inventory of space.

There are 27 different space reports that one can call for from

the model. The remaining sections of the CAMPUS model handle

service departments, miscellaneous resources and revenue.

Service departments are used to model the resources required to

handle computer centers, research centers, libraries, physical

service and other support areas. Service centers are tied to

cost centers so that a cost center can consist of a number of

service centers that will be aggregated into the cost center

report.

Miscellaneous resources are used to model fringe benefits of staff,

travel funds, supplies, telephone and other miscellaneous line

items in the cost center budgets.



92

Revenue can be put in by cost center or service department. The

proportional basis table can also be used to drive revenue. An

example would be to put revenue into the cost centers on the

basis of student credit hours.

The model summarizes all operating costs by cost center and

comes out with two summary operating reports. One report is

for the cost center only and the other is for an aggregate for

all costs up to and including that cost center. This includes

all lower level cost centers as well as service departments.

A new section of the model that is being implemented as a part

of Project PRIME involves a complete set of program cost reports

[See Ph.D. Dissertation by David Cordes, 1971]. These reports

will vof1.---1- t" zerininmnnr eaww+ 2 . A..
CA 4 1.1 34%.1..144

of program costs. This process will rely heavily on the param-

eters that control how faculty resources are drawn on by type of

activity.

STAFF INPUTS: The STAFF and XSTAFF inputs are almost the same for

01, 02 and 03. STAFF is used to input characteristics common to

all cost centers and XSTAFF is used to modify the characteristics

for specific cost centers. The characteristics are rank, rank

name, average salary, weekly staffing units, office space per

s'Aff at each rank, and number of staffing units credit (i.e.,

hours or half hours depending on the value of a unit) that are

given for each contact hour of a specific type of activity.

There can be five types of activities such as lecture, laboratory
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and independpntstudy for which different values per contact hour

are given.

Five different kinds of non-teaching duties can be modeled.

Non-teaching duties such as administration, research, student

service, and professional development can be specified by rank

and based on a table of values that are driven by the model.

The table is referred to as the NBASIS table. It holds values

that are derived in the model as each cost center is processed

[Figure 2.6 lists the variables carried in this table].

Consequently, advising time of faculty could be a function of

the number of students affiliated with that cost center.

STAFF 04 inputs the academic support staff common to all cost

ccuLers. The data includes the name of the staff, the average

salary per period, office space required per individual and

the number of contact hours of availability per week. At the

present time the STAFF 04 input is not very useful because one

cannot tie non-academic staff with the activities.

STAFF 05 provides data on non-academic staff by cost center.

Non-academic staff can include graders, secretaries and

student help. The input specifies type of non-academic staff,

average period salary, office space and regression parameters

to drive the number of non-academic staff. Again, regression

coefficients can be used in conjunction with the values that

are stored as each cost center is processed. Consequently,

non-academic staff may depend on the academic staff at a
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FIGURE 2.6

NBASIS TABLE

FUNCTIONAL BASIS FOR THE CALCULATION OF
INDIRECT RESOURCES AT A COST CENTER

Code
Number Description

Code
Number Description

24. Operating costs
1. Absolute - value 1.0

2. Affiliated students
25. Aggregate operating costs

3. Affiliate., enrollees
26. Maher of directly affiliated cost centers

4. Enrollee load
27. Absolute - Value 0.1

5. Aggregate affiliated students
28. Absolute - Value 0.01

6. Aggregat.,, affiliated enrollees
29. Absolute - Va/ue 10.0

7. Aggregate enrollee load
30. Absolute - Value 100.0

8. Number of academdc staff . 31. Absolute - Value 1000.0

9. NUmber of academic support staff
32. Total academic staff salaries

Number of non-academic staff
33. TOtal academic support staff salaries

11. Total staff at the cost center
34. Total non-academic start salaries

12. Aggregate number of academic staff
35. Total full time academic Staff hired

13. Aggregate number of academic support staff
36. Total staff salaries

37. Aggregate academic staff salaries
14. Agginate number of non-academic staff

38. Aggregate academic support staff salaries
15. Aggregaie total staff

39. Aggregate non-academic staff salaries
16. Number of affiliated programs

17. Aggregate number of affiliated programs
40. Aggregate total salaries

18. Classroom space
41.

19. Laboratory space
42. Affiliated students in 100's

20. Total space
43. Affiliated enrollees in 100's

21. Aggregate classroom space 44. Enrollee load in lOr'

22. Aggregate laboratory space 45. Aggregate affiliated atidents in 100's

23. Aggregate total space 46. Aggregate affiliated enrollees in 100's

47. Aggregate enrollee load in 100's

48. Number of stations in a room

49. Number of square feet in a room
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cost center or it may depend on the number of enrollees at a

cost center.

XSTAFF 04 The initial inventory, the transition percentages,

(how many stay in the same rank and how many are promoted)

the hiring code (can this rank be hired), maximum and minimums

that can be hired, and the distribution of faculty among ranks

are all specified on the XSTAFF N input. All inputs are by

rank and cost center.

XSTAFF 05 is used to supply policy parameters regarding optim-

ization and staff updating frequency. The following options

are available.

1. Minimize the number of staff, or minimize the total

staff salaries.

2. Staff up to non-teaching duties, or allocate only the

excess staffing units to non-teaching duties, or ignore

non-teaching duties.

3. Do normal staff transitions, or zero out previous inventory

before each simulation period.

Staff update frequency is controlled by specifying the periods

(Fall, Winter, Spring) to update staff.

STAFFING PROCESS: To gain a better perspective of the operation

of the staffing modules in CAMPUS and the need for data to drive

these modules, this part of the model will be explained in more

detail.

Initial inventory that comes in on XSTAFF 04 by rank is used to
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set up the inventory of staffing units in a cost center. Transi-

tions (staff promotions and staff that leave) do not occur in the

first simulation period. Otherwise transitions occur for every

period an update of staff is required. When transitiqns occur,

the percentage put in SAME (percentage that will stay in the same

rank) on XSTAFF 04 is multiplied by the previous Inventory to

obtain the number of staff that stay in that same rank. This

number is multiplied by the promotion percentage to obtain the

number of people in that rank that go to the next higher rank.

Finally the minimum hire parameter is added to the staff a that

rank to obtain the total staff by rank after transitions. In

summary:

TLRKSF(K) = (SFPVIV(I) SAME(I)) + (SFPVIV(I + * PROMOTE

T

where

)1 4- MPT-ITPIT)

TLRKSF = Total Staff

SFPVIV = Previous InventorY

SAME = Percentage staying the same

PROMOTE = Percentage promoted

MINHIR = Minimum to hire

= Rank

When no transitions take place, TLRKSF(I) = SFPVIV(I). In the

first simulation period TLRKSF(I) is set equal to the initial

inventory that came in on the XSTAFF 04 input.

The total staff by rank (TLRKSF(I)) is multiplied by the number of

staffing units each staff member is available per week in that
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cost center to derive total staffing units by rank. The number

of staffing units of availability can vary by rank. The total

staffing units are summed over ranks 1 and 2 and put into a

part time supply (PARSUP). Ranks 1 and 2 are assumed by the

model to be part time. Total staffing units summed over ranks

3-8 are put into full time supply (FULSUP). A summary of the

results of this entire process is shown in Figure 2.7. Now

that the supply of staffing units has been developed the model

begins to assess demand. The first demand the model considers

is non-teaching duties. If switch four (XSTAFF 05) has been

set to "one" (staff up to non-teaching duties) then tLe model

processes the STAFF and XSTAFF 03 input (non-teaching duties).

Five different non-teaching duties can be specified. The non-

tePchinsi rit!tis thAt wut-e cet un in experiv_5_n%ing With the

model are compatible with the structure of categories used

in the experiment done in this study [Chapter 3]. They are

(1) Research and Scholarly Activity, (2) Public Service,

(3) Student Support, (4) Department and Institutional Support

and (5) Professional Development.

The model sums up the staffing units by type of non-teaching duty

and by rank, using the regression parameters and the values in the

NBASIS table. As an example, department and institutional services

may be seventeen staffing units (half hour units) plus sixteen

staffing units per staff member in the department. If the

department had nine staff, the model would come up with a demand

of 97 staffing units (46.5 hours) per week for administrative
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functions. The seventeen units allow for a department head who is

quarter time, and an assumption is made that all staff are available

99 staffing units per week. See Figure 2.8 for an example of a

cost center report showing the non-teaching duty demand. The

other options for non-teaching duties are to (1) ignore non-teaching

duties altogether (Switch 4 = 3, XSTAFF 05), or distribute only

the excess staffing units to non-teaching duties after the allo-

cation of staffing units to direct teaching activities (Switch

4 equals 2 on XSTAFF 05).

The second demand consideration, depending on the policy chosen in

handling non-teaching duties, is the direct teaching duties.

Contact hours are passed to the staff module from the activity

build module. These contact hours are by type of activity

(lecture, laboratory, independent study) and by type of staff

requested such as full time, part time or general where general

means either full time or part time. The staff module sums up

the staffing units required for direct teaching duties by

multiplying staffing units credit [by type of activity per contact

hour (STAFF and XSTAFF 02)] by the number of contact hours in

that type of activity.

Example:

Cost center "accounting" has a demand on activities that

require

(a) 60 contact half hours of lecture 1 type activities for

part time staff (instructors or Grad assistants)

(b) 75 contact half hours of lecture 1 type activities for

103
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full time staff (assistant professors, associate profes-

sors and full professors)

(c) 45 contact half hours of lecture 3 type activities for

full time staff.

If lecture 1 type activities are given 3 hours of credit to staff

each contact hour and lecture 3 type activities are given 1 hour

of credit for staffing each contact hour, then the total direct

activity load generated in accountiro would be:

(a) 60 * 3 = 180 part time half hours

(b) 75 * 3 = 225 full time half hours

(c) 45 * 1 = 45 full time half hours

Total part time 180 half hours

Total full time 270 half hours

T-tAl /!cr) h.lf hnur-

See Figure 2.8 for an example of a cost center report showing

this output.

At this point in the processing the staff module has accumulated

both the supply and the demand of staffing units at a cost center

If demand is greater than supply, a hiring Situation is assessed.

Hiring is controlled by a number of parameters. Hiring will not

take place if the hiring code is off (XSTAFF 04). Hiring at a

specific rank will not take place if the maximum number that can

be hired in a rank is reached for that rank. Hiring is also

controlled by the minimum and maximum percentages desired in a

rank. The rank with the greatest gap (Minimum percent minus

Actual percent) is hired. Otherwise a check is made to see
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whether one desires to minimize number of staff or minimize total

staff salaries (XSTAFF 05, Switch 3). If it is desired to minim-

ize total staff, the rank with the highest staffing units available

per week that has room (i.e., actual percent distribution is

below maximum percent specified) will be hired. If all ranks have

the same availability of staffing units specified per staff, then

the lowest rank is hired. If all ranks are equal or over the

maximum percent, the rank with the smallest percent over the

maximum is selected for hiring.

If it is desired to minimize total staff salaries then the rank

hired is the one with the lowest cost per staffing unit where the

actual percent distribution in ranks is less than the maximum

specified.

Restraints on hiring force the model into considering other alter-

natives. If the model cannot hire full time (ranks 3-8), it

will try to hire part time (ranks 1-2). If the model is restrained

so that it cannot meet demand at all, then the excess demand is

distributed to the supply rank by rank, weighted by the available

staffing units per staff in each rank as a percentage of the

minimum available staff units across all ranks.

After all demand is assessed, the staffing module goes on to

calculate total salaries by rank, costs per staffing unit by

rank, cost of non-teaching duties, cost of excess staffing units,

cost of teaching duties by type of activity and total cost of

teaching and non-teaching duties.
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PLANNING MODELS SUMMARY

Both the CAPUS and RRPM models are in the embryonic stages of

development. More research and work must be done to upgrade

these models for widespread use, especially in larger institutions.

Both CAMPUS and RRPM have potential of becoming good models. It

appears that as both of them progress, they will grow into one

flexible model to be used at any level of aggregation desired on

the part of the user. One element common to all models in higher

education is that they depend heavily on reliable parameters to

define the relationship between variables.

112
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SUMMARY

This chapter has summarized extensively the state of the art

regarding faculty activity analysis. There have been a number

of studies attempting to measure faculty activities and/or

faculty load in some form. Many of the studies in the past

have measured load only in terms of credit hours or contact

hours. Recently more and more studies are recognizing the

need to measure the non-teaching activities of faculty. This

is being done by estimating the percent of total time that is

allocated to specific activities or by estimating hours.

The demand for such data is increasing as analysts, planners and

administrators strunolF, to MPPt thom 1-ecrilwrg. -111^CAt"fl nwthleAme

in higher education. The data is needed for simulation models,

program costing and cost/benefit analysis.

This situation emphasizes the need to do more research on how to

collect faculty activity data.

The validity and relevance of various methodologies
used to answer analytical questions relating to use
of faculty have received far less attention than
questions concerning whether or not faculty activity
surveys should be conducted at all. However, questions
relating to faculty time studies no longer need be
concerned with "if" but rather must pertain to "how".
The critical issue concerns the quality of the methods
used to collect and analyze the data [Romney, 1971].



CHAPTER III

AN EXPERIMENT USING ACTIVITY

SELF SAMPLING
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STUDY DESCRIPTION

BACKGROUND

The impetus for this study came from a number of sources. (1) There

has been a general feeling around University circles that the ques-

tionnaire approach for measuring the activity of faculty is highly

inaccurate because it relies so he,vily on recall over a long

period of time. (2) The CAMPUS model requires a number of paramet-

ers regarding faculty activities; and (3) Very little woi-k has

been done using sampling approaches to gather data on faculty. The

initial ideas for the study came from the research done by Ritchey

[Chapter II] and from Professor Gary Andrew at the University of

Minnesnta who had done some thinking on the subject as a result

of the Ritchey study. Further imeptus for the study came from

WICHE's interests in doing further research on the faculty activ-

ities area. Their research has concentrated on defining faculty

activities such that standards can be developed for institutional

comparisons.

SAMPLING TECHNIQUES

HISTORY: Self-sampling methods operate under the same concepts as

work sampling methods used in industrial engineering. Work

sampling has been used as a work measurement technique since 1935.

L. H. C. Tippett, a British statistician, used statistical sampling

in studying the patterns of loom breakdown in a textile mill in

England [Tippett, 1935: 51].
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Later, in 1940, Morrow discussed the same concepts that Tippett

had used in studying delay allowances. He called this type of

study "ratio delay study" [Morrow, 1940]. The term "work

sampling" was introduced in an article in Factory Mana_gemmit and

Maintenance in July 1952 by C. L. Brisley who at that time was

working with the Wolverine Tube Division of Calumet and Hecla

Consolidated Copper Co. Since the early 1950's, work sampling

has been applied in many situations. The activity of workers

has been studied in connection with chemical-plant operation,

industrial construction, railroad-yard switch-engine activity,

office activities, machine utilization, service station layout

designs, and the utilization of engineers [Heiland and Richardson,

1957: 10]. Fur further reference on work sampling studies see

fhc 1:+1k04nnrAnn;ne 4n Wn41nA *RNA * *------

Heiland and Richardson describe the process of work sampling

as follows:

Work Sampling is a measurement technique for the
quantitative analysis, in terms of time, of the activi.
of men, machines, or of any observable state or con-
dition of operation. Work Sampling is particularly
useful in the analysis of non-repetitive or irregularly
occurring activity, where no complete methods and
frequency description is available. It is also an

extremely usefu1 device with which to make en
inexpensive over-all survey of office, shop, or service

activity. Such a preliminary study can help evaluate
the need for further study, and it nay serve to
establish a "bench mark" for managerial purposes.
Because it is extremely convenient, possesses known
reliability, and because it operates withuut recourse
to the stop watch or to subjective judgments of
"effort" or "performance," Work Sampling seems tl
be assured of wide adoption in the future [Heiland
and Richardson, 1957: 1].

116
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THE PROCESS OF WORK SAMPLING: Work sampling is a process of

sampling activity at random points in time. What is recorded

at the observation point depends upon the objectives of the

study. The study may be interested in the type of activities

being performed, or it may be interested where the activity is

being performed. Either one or both may be recorded at the

observation point. The number of observations required to

make inferences regarding the entire population of activity

depends on the reliability required. The higher reliability

desired, the more observations that are required. If one

desires to set up a 95 percent confidence limit for an activity

category where 10 percent of the observations are expected,

then the number of observations (N) required for the surveys

can he determined by the fcrmula

-P il N
or N POT

op

Since 2(0 ) = 47.72 percent of the arez' under the normal curve,

P*2(01) will equal 95.44 percent or approximately 95 percent of

the area. To obtain this level of confidence the formula can

be re-written and solved for the number of observations needed.

If we wish to evalute "p" so that the sampling error is reduced

to the point where one can say the chances are 95 out of 100

that "p" is correct to within ±1 percent, then

2ap = 2i N = .01

Solving this for N,
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N = 40,000 P(1-P).

Consequently, if P is expected to be five percent for a category,

then N must be 1900 (i.e., 40,000(.05)(.95)) to obtain a 95 per-

cent confidence interval.

The process of performing work sampling involves the following

steps.

1. Classifying into categories the activity to be studied.

2. Designing the necessary forms.

3. Developing properly randomized times of observation.

4. Observing activity and recording data [Heiland and

Richardson, 1957: 50].

Setting up the categories is perhaps one of the most difficult

tasks. Categories must be set up so that they meet the objectives

of the study. All activity must be covered in the study, conse-

quently each observation has to fit in some category. It is

difficult to predict ahead of time all of the specific types of

activity that will occur. Consequently, judgments have to be

made during the study to classify activities that were not

previously specifically defined. The design of the study should

define general classes of activities into categories so that there

are guidelines to classify specific activliies during the study.

There is no fixed optimum number of categories. However, limiting

the number of categories has the following advantages [Heiland and

Richardson, 1957: 52].

1. The study is easier to take.

2. Reliability will improve for each of the categories,
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since there will be a greater number of observations

per category Neiland and Richardson, 1957: 52].

Categories can be structured in a hierarchical setting so that

observations can be divided into smaller sets of categories.

Figure 3.1 shows an example of this approach.

As activities are observed, they are classified into the sub-

category elements. The data can be analyzed at this level to

obtain percentages of time by element, or the data can be aggre-

gated up to the sub-category level and analyzed at this level.

This cuts down the number of categories in total, and hence

increases the reliability by category.

SELF SAMPLING VERSUS WORK SAMPLING: The process of self sampling

ic thp cpmp pc ny,nr,* 4.6., 161%4 a 0.1.,
Ir. Vi

is also the observer. The individual observer observes his own

activity. This has advantages and disadvantages. The main

disadvantage is that the observer may not be objective in classi-

fying his activity. He can easily record what he was doing into

an activity that would make him look better. Also, there is

less consistency in the interpretation of categories since there

are many more observers. In the traditional work sampling

approach, the number of observers can be one or more depending

upon the size of the sample being observed. In self sampling

there is one observer for every individual being observed. It

is possible to have the same situation in work sampling; however,

it is not usually the case.
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A disadvantage of the traditional work sampling approach is the

effect of the observer on the one being observed. The one

being -6served may change his behavior during the study. He may

also get annoyed with having someone following him around. If

the observer doesn't follow him around, then there are problems

of finding him at the point that the observation is to be made.

This requires the one being observed to recall his activity at the

point the sample was to be taken, which may be up to a day later.

The main advantage of the self sampling approach is the ability

for the individual to more accurately classify the activity he

was engaged in. You will note that this was also considered a

disadvantage. However, assuming that the individual is concerned

about accurate measurements of his activity, he can be a better

judge of the activity he was involved in than an independent

observer. This is especially true when one is measuring activities

that cannot easily be observed. Time studies on professional

people where one is concerned with the allocation of time to

different jobs for job reporting is impossible to do with an

independent observer, unless the observer asks the one being

observed.

John White, Staff Assistant at Westinghouse made the following

comments when talking about traditional work sampling

This technique, however, is not completely satisfactory

in its traditional form for studying design and devel-

opment engineering activities. Work sampling relies

on the ability of an observer to identify and classify
work elements of the observed. The creative elements
of engineering work often involve intangible activity;
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the "Think" element is frequently predominant. Creative

activity can nullify the traditional approach, since the

observer often cannot identify this kind of activity.

Other reasons for abandoning the traditional approach

of work sampling are worth mentioning. Application

of work measurement techniques to the activity of pro-

fessional engineers might cause serious morale problems.

Also, engineers often are very mobile. Their duties

take them to a variety of locations within the plant-

office complex. As a result, a work sampling analyst

would have great difficulty in locating subject engineers

at the arrival of random times. Difficulty of iden-

tifying creative activities, the possibility of morale

problems, and the mobility of engineers all contributed

to abandonment of normal work sampling methodology

for analysis of engineering time utilization [White,

1968: xix].

SELF SAMPLING NOTIFICATION METHODS: A unique aspect of the self

sampling method is the need for a method of telling the individual

when to sample his activity. Under the traditional approach, times

of the day are randomly selected ahead of timp and the

references this list in making the observation during the day.

The one being observed is not involved with the time to be observed.

Under self sampling some system has to be set up to notify the

individual when to sample his activity and still maintain a random

selection of times. There are a number of approaches to doing this.

a) Record on a card random points for each day for each

individual to be sampled. The individual will recall at

the end of each day what he was doing at the times

indicated on the card.

b) Use the same method 3S above, except use a device to

signal the point to the individual as he progresses

through the day. There are various forms this process

can take.

1 92
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(1) The individual uses the alarm on his wrist watch

and sets the time of the next alarm according to the

times on his card. If wrist watches aren't avail-

able, an inexpensive memo timer can be used [See

Appendix 8 3.

(2) Preprogram the points on a device that will sound an

alarm for each point that has been preprogrammed.

(The author, along with Professor Gary Andrew, at

the University of Minnesota, spent many hours

coming up with a prototype device that could be

programmed for up to two weeks of points. The

device was never put into production since more

work was needed to improve the design and to

increase its rellannity. Merit wasn't sufficient

time to accomplish these tasks for this study.)

(3) Have some one signal the points via a communication

system. This is very similar to the traditional

approach of work sampling except the other person

(observer) only performs the process of signalling

the point and does not observe the activity. This

can be done in the same way as work sampling where

the observer goes to the individual sampling and

notifies him that it is time to sample. Another

process is to use the telephone. However, both

of these methods are not very satisfactory if the

individual being sampled has activities in multiple

locations.

1.23
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An approach to this problem, the problem of mobility,

is to use a radio system. A short wave system was

considered for this study, however, there are problems

with it also. An operator is required continuously

for making calls. Again, the points are randomly

set up ahead of time and the individual is called as

each point in time comes up. The system is somewhat

expensive and a license is required [See Appendix B

for details]. Other disadvantages of the short wave

system are problems with distance, the bulkiness of

the units and the cost. The units must be on all the

time and they can be very disturbing when the individ-

ual is contacted.

Another radio method is the FM signaling system used

by repair servicemen and doctors. The units sound a

tone which signify to the individual that he is to

call his office for a message. The unit can be

used for sampling in the same manner except the

individual would record what he was doing at the

time of the tone rather than make a call to his

office. This system solves a lot of the disadvan-

tages of the preceding methods cited. The distance

is from 3 - 10 miles, cutting down on this problem.

The units have a tone that is not disturbing to

people around. The one disadvantage is the cost

of a base station and the time required to get a

24
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license. However, the units can be used for many

other things on campus when they are not being used

for time studies. These systems can be purchased

from various electronics manufacturers [See refer-

ences in Appendix B].

c) The last type of device is a self contained device that

will generate random alarms requiring no operator. The

author was able to find only two such devices on the

market in this country. A number of letters were also

sent to various foreign countries in search of such a

device. The first device that was tested was a random

signal generator distributed by Meylans [See Appendix

B]. It was a heavy device (10 oz.) to carry around and

it had a high drain on batteries. It would use $3.00

worth of batteries per week. The units (at $235)

were also very expensive. However, the unit was very

reliable and well built. The adjustment of the mean

interval between alarms was limited to 30 minutes at

the longest interval. The author contacted the manufac-

turer and found that they could lengthen this time

interval on a special order.

The last device that the author found was a smaller, and

less expensive device built explicitly for work sampling

studies. The device had been in production for only

about two years. It sells for $60 per unit and the

battery lasts for about 1.5 years. The device is set at
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the factory fur almost any time interval desired. It is

small enough to be carried in a shirt pocket.

SELF SAMPLING STUDIES: Very little work has been done with self

sampling, and hardly any work has been done in the academic

environment. Appendix J summarizes all of the self sampling

studies the author was able to locate. The one study that was

done in an academic environment was with a librarian. Two self

sampling studies have been done with engineers, one with doctors

and one with a clerical pool. All of these studies used differ-

ent signaling methods. The most recent study (doctors) used the

same device used in this thesis.

THE RANDOM SAMPLER: The random sampling unit called the RAM

(Random Alarm Mechanism) is built hv Flertrnnir idoac Inr in

Wyncote, Pennsylvania. The unit is housed in a metal case 2

inches wide by 2 1/2 inches high and 3/4 inches deep. This is

a little smaller than a cigarette package (See Figure 3.2).

The unit weighs about 3 ounces and it has a small speaker attached

to it that weighs about an ounce. The speaker is actually a

small Japanese made crystal microphone with a jack that plugs

into the unit. The author fastened the unit to a plastic check-

book case to make the unit more conienient to carry. The speaker

was clipped to the case, and the case had a flap on one side to

carry the data card. The entire unit could be closed like a

checkbook and slipped into a shirt pocket. The unit's alarm was

a high frequency tone that came from the speaker. The tone would

last for 10 seconds and automatically shut off. A small wheel at
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the top of the unit was used to randomly set the arrival of the

next alarm. The wheel had four tracks on it, one for each of four

capacitors. The tracks had a pattern of off and on contacts.

Consequently, when the wheel was turned, sole combination of

ca 'tance would be connected. Since there were four capac-

itors and each capacitor was either off or on, there were 24 or 16

combinations of time intervals. The interval between alarms would

theoretically be toe same if the wheel was not turned. However,

the unit is sensitive to temperature and humidity changes, so this

will also affect the length of the interval.

Operation of the unit is very simple. The battery is connected

at the factory and there is no off and on switch. Consequently,

the unit is running all the time. The speaker jack can be cUsen-

gaged dt night or when the unit is not beiNg used so that the

alarms cannot be heard. When Lhe participant starts sampling he

just plugs the speaker in and waits for an alarm (tone). For

each alerm the individual records what he was doing at the

time of the alarm on the data card, turns the wheel to randomly

set the next interval, and proceeds with his regular duties.

CATEGORY DEFINITIONS

The development of definitions for use in this study went through

various phases. DefinitionI were initially developed on the basis

of past surveys. These definitions went through a series of modif-

ications reflecting influences of Henie's structure [Henle],

working drafts by the WICHE ad hoc design group, the WICHE

program classification structure and the needc of the CAMPUS

12R
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model. The WICHE program classification structure [Gulko, 1970]

and the needs of the CAMPUS model ended up as being the most

significant influences in the structure of the definitions used

in this study. Figure 3.3 shows a set of relationships that

could be set up between the WICHE structure and the category

structure used in this study. The relationships are not fixed.

Th y an be altered depending on the desires of the decisions made

and the flexibility of the sy3tem. The relationships shown do not

necessarily coincide with WICHE's intent. WICHE's structure assumes

that there are formal programs established under research, public

service, academic support, student services and institutional

support.

Although WICK documentation is not specific, it appears that it

was not their intent to include faculty time for student support

or academic support in these programs, unless the faculty member

has a specific assignment for a specific portion of time.

Consequently, faculty time spent advising a student woulu be a

part of the direct costs of teaching the courses he is assigned

to, aeld would ilot be a part of the student support program.

As was shown in Chapter 2, the CAMPUS simulation model requiivs

various parameters on teaching duties. The present form of the

model requires the amount of time one gives for each contact

hour oi class time by type of course and by cost center

(department). It also requires the amount of time for what the

model classifies as non-teaching duties by type of duty, by rank

tu.d by cost center. Consequently, non-teaching duties have been

129
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set up in the model to reflect the categories of (1) Research and

Scholarly Activity, (2) Public Relations and Service, (3) Depart-

mental and Institutional Services, (4) Student Support and (5)

Professional Development. The definitions and examples used in

this study to classify specific activities into the categories

are listed in Figure 3.4.

POPULATION

The population used in this study was the Business School faculty

at the University of Minnesota. A meeting was held with the

executive committee of the School in October of 1970. This com-

mittee consists of the dean, assistant dean, and the six depart-

ment chairman. The objectives of Project PRIME [See Appendix A]

were reviewed at this meeting. The faculty activity analysis

segment of the project was also reviewed. It was suggested in

this meeting that a meeting of the entire faculty be called to

review the project. Some thought was given to selecting a group

of faculty to participate in the study on the basis of a random

draw. However, a lot of cooperation would be required to complete

the study, and it was therefore decided to select the study group

out of a population that would like to participate in the study.

A questionnaire was given to the entire full time faculty

[Appendix C-1]. The plan was to select ten to fifteen faculty to

sample over the quarter (Twelve full weeks). It was suggested in

the executive committee meeting that more faculty be included and

that each faculty sample for a shorter period of time. It was

decided to ask each of the faculty in the questionnaire how long
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they would be willing to sample. Four choices were given: (1)

Twelve weeks; (2) Six weeks; (3) Three weeks; (4) Zero weeks.

The results of this questionnaire were:

Twelve weeks 10

Six weeks 8

Three weeks 16

Zero weeks 13

On the basis of this response it was decided to run eighteen

units per week according to the design as shown in Figure 3.5.

It should be noted that this procedure did not control the

composition of the groups. Consequently, there can be

differences between the 12 week, 6 week and 3 week groups due

to differences in the make-up of each group.

The following tabulation of administration and rank exemplifies

just two of the many factors that can contribute to differences

in the groups.

Admin

12 Week 4

6 Week 0

3 Week

Full Assoc Asst
Prof Prof Prof Total

4 6 0 10

0 2 6 8

5 6 5 16

A lot of emphasis was placed on insuring the faculty (both in

meetings and on the questionnaire) that the data would be

maintained in strict confidence. All data was collected via an

assigned number. The cross reference of number to name was

available only to the author and u data clerk.
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DATA COLLECTION

Data was collected during Winter quarter, January 4, 1971 through

March 28, 1971. A number of meetings were held in small groups

and with individual faculty members during December 1970 to go

over the instrur:tions for using the random sampling device, the

data collection procedures, and the category definitions. A

form was handed out at these meetings to obtain estimates of

what the faculty thought they would spend in each of the cate-

gories during the quarter. The form used for this procedure was

in the same format as the one shown in Appendix C. There were

two reasons for the pre estimate: (1) It required the faculty

member to think about the definitions and his expected activity

for the quarter and how it would fit the categories. (2) It was

used to determine how closel.y the faculty could predict the emount

of time they thought they would spend on different activities.

Some sampling units were distributed during December to pilot

test the use of the units and the data recording procedures.

A/1 participating faculty had a chance to experiment with the

units two to three days before they started sampling.

The study was set up to cover all faculty activity 24 hours per

day seven day a week. In order to give the faculty member

flexibility in covering all his activity, the data collection

was set up so that he had two options. He could sample any

segment of the day that he desired, or he could log any segment

of the day. The flexibility was given for the following reasons:

(a) There would be situations where it would not be convenient

.1:35
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to sample (i.e., trips, meetings outside the university, etc.).

b) Devices may be forgotten or may fail, and some means was

necessary to pick up this time interval. (c) There would be

blocks of time where only one activity occurred that would be

more convenient to log than sample.

Consequently, data was recorded in two ways. During a sampling

segment the faculty member recorded the time of the alarm on

the back of the card in a box [See Figure 3.6]. Then he took

that box number and placed it on the front of the card in the

activity category corresponding to what he was engaged in at the

time of tne alarm: Thz..- top of the card was filled in with tha

number of the indidual sampling, the date of the sample and the

start and stop times encompassing the sample points on the card.

Logging time involved filling out another card. Only the front

of the card was used. Hours and minutes spent on a particular

activity were recorded directly into the proper box on the

front of the card. The times recorded in the body of the card

would correspond to the time interval shown by the start and

stop times on the top of the card. Weekend activity cild be

logged on one card if desired. It was not necessary to reccrd

start and stop times on the Iheekend. Start and stop times for

logged activity were not necessary during the week either, if the

hours were recorded correctly. However, it was desired to have this

information for control, and for purposes of looking at activity

stratified by time of day. An example of a logged segment is

shown in Figure 3.7. An example of the instruction booklet

136



FIGURE 3,6

A SAMPLE SFnMENT ON A DATA CARD
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each participant had is shown in Appendix C.

Data was turned in at the end of each week. A tally was kept

on the cards turned in so that if cards were missing for a

participant, he could be contacted and reminded. The cards were

checked for completeness and missing data. In some cases the

logged data came in on pieces of paper which had to be transferred

to the regular data cards. After the initial editing, the cards

were sent directly to keypunching where they were keypunched and

verified. The front of the sample card was punched on a card

called a "one" card (1 in Column 80). The back of the sample card

was punched on another card called a "two" card (2 in column 80).

Both cards had the same control information in columnsl-19. See

Appendix E for the card layout. The logged card was punched intc

a "five" card (5 in column 80). The punched cards were then

sorted by participant number and date and run through a computer

program to do further editing. This program performed the

following tasks:

1. Merged the "one" and "two" cards into one record for

processing.

2. Converted all times into military time in hundreds of

hours, i.e., 5:30 p.m. equals 17.50.

3. Calculated the interval between start and stop times

for any interval up to 24 hours starting at any time

during the day.

4. Check to make sure that all times indicated on the back

of the sample card were descending and within the

range of the interval specified by the start and stop times.

189
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5. Check to make sure that the category numbers keypunched

were proper numbers.

6. Check to see that the number of points on the front of

the sample card corresponded with the number of times

on the back uf the card.

7. Allocated the time on sample cards across the categories.

8. Added up the hours sampled, logged, and in total by

category for each individual. It also summarized these

hours by category, by individual within week or by week

within individual.

9. Percentages and averages were calculated by category

for each individual and in total.

10. The number of points sampled was added up and divided

into the number of hours sampled to obtain tne averace

interval by individual and in total.

11. Card counts were made by type of card.

A sample of the report is shown in Figure 3.8. There was an

average of about 10 errors per week that were found by the edit

program. The output from the edit program was checked manually

100% against the original data cards to make sure all the hours

per day were picked up correctly. A sample of 3 cards per

individual per week was selected to audit the accuracy of the

distributions. An average of .5 errors per week were found in

this audit. A flow chart of the entire input system for the

data is shown in Figure 3.9.

Each group was asked at the end of their sample period to again
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estimate the amount of tlme they spent in each category. At

the end of the quarter a questionnaire was sent out to all faculty

as well as teaching assistants to obtain an estimate of time

spent for the quarter by category [See Appendix Cj. In addition,

the faculty in the study during the quarter were askeii to fill

out a survey regarding their opinions on the study that was

conducted [See Appendix C].
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HYPOTHESES

SAMPLING VERSUS QUESTIONNAIRE DATA

The primary objective of the study was to compare the data collected

via the self sampling approach (experiment data) with the data

collected via the questionnaire approach (period estimates).

Chapter two notes the problems and concerns over the reliability

of the data collected via the questionnaire at the end of an

academic pericd because it relies on recall over a period that is

quite long. Toe first set of hypotheses addresses itself to the

problem of reliability.

Hypothesis 1.1 Experiment data equals period estimate: Twelve

week estimates.

Hypothesis 1.2 Experiment data equals period estimate: Six week

estimates.

Hypothesis 1.3 Experiment data equals period estimate: Three
week estimates.

Hypothesis 1.4 Experiment data equals period estimate: Aggregate.

Hypothesis 1.5 Experiment data equals period estimate: Aggregate
No personal time work.

Hypothesis 1.6 Experiment data equals period estimate: Aggregate

No administration.

The comparisons were made on eight of the major categories (i.e.,

research,preparation, department services, etc.) and in total.

The second set of hypotheses also addresses itself to the question

of reliability of estimates. The pre estimates and the post estim-

ates were both compared with the experimental data to determine if

there were any significant differences. The comparisons were made

d4



136

on eight of the major categories and the total.

Hypothesis 2.1 Pre estimates (estimates at the beginning of the

quarter) equal experiment data.

Hypothesis 2.2 Post estimates (estimates at the end of the quarter)

equal experiment data.

FEASIBILITY OF SELF SAMPLING

Another objective of the study was to evaluate the feasibility of

using self sampling in a faculty environment.

Hypothesis 3.1 Self sampling is preferred to estimating methods
for gathering data on faculty activities.

Hypothesis 3.2 A period of three to four weeks is about the
right length of time for a faculty member to
carry the device.

Hypothesis 3.3 Faculty members would rather carry the device
for a short period of time with a higher
frequency of points per day than to carry it

for a icr pertc-' cf ttm,' lcwzr
fequency of points per day.

Hypothesis 3.4 An average of one alarm per hour is a reasonable
number of points per day.

FALL 1969 PARAMETERS VERSUS WINTER 1971 PARAMETERS USING CAMPUS

A final objective of the study was to analyze the effects of using

ithe parameters developed from this study in the CAMPUS model

compared with the outputs derived from the parameters that were

based on the Fall quarter 1969 study.

Hypothesis 4.1 There is no significant difference between the
CAMPUS outputs using Winter 1971 parameters
versus using Fall 1969 parameters.



137

DATA ANALYSIS

DATA SUMMARIZATION AND TESTS OF SIGNIFICANCE

The data that came in weekly was summarized into major categories

by faculty member by week. The weekly totals were summarized

into a grand total for each faculty member. This report was given

back to the faculty member for his own reference on how he allo-

cated his time. The summary totals for each individual faculty

member were used in the pairwise comparisons. The cxperiment

data that was collected week by week over the quarter for each

faculty member was compared with the period estimate at the end

of the sampling period. These comparisons were made for eight

categories and for the toLal. Class contact, evaluation and

other instruction were not included in the comparisons. The

comparisons were made in the following ways.

1. Period estimates versus experiment data (12 week).

2. Period estimates versus experiment data (6 week).

3. Period estimates versus experiment data (3 weeks).

,4. Period estimates versus experiment data (Aggregate).

5. Period estimates versus experiment data (Aggregate - no

personal time work).

6. Period estimates versus experiment data (Aggregate - No

Administration).

In order to make the comparisons with the pre estimates and the

post estimates, the means and variances for each three week period
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(N = 18) were pooled to build the quarterly means and variances

for each category using the experiment data. The following

comparisons were made using this data:

1. Pre estimates versus experiment data (Aggregate).

2. Post estimates versus experiment data (Aggregate).

Personal time (work) and Personal time (other) were added categor-

ies needed for the sampling study to take care of observations

that involved these activities when sampling. For the comparisons,

personal time (other) was dropped completely. Personal time

(work) was distributed across the other categories proportional

to the amount of time in those categories. The assumption under-

lying this approach is that estimates made at the end of the period

automatically include personal time (work) in them proportional

to the amount of time in each category. One comparison was made

with personal time (work) left out to see if this had any

significant effect on the comparison.

All paired comparisons were done using a matched paired t-test.

5C2

t =
2

- 2rS
1
S
2

= Experiment Data Mean

= Period Estimates Mean

S1 = Standard deviation of period estimates

S
2
= Standard deviation of sampling data

r = Correlation coefficient

N = Number of faculty in the comparison
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The non paired comparisons of the experiment data with the pre

estimates and the post estimates were done using the two sample

t-test.

12

IC2 4. s 2

N1 N
2

Where

2 (N1-1)S
2
1 (N2-1)S22

S =
N

1
+ N

2
-2

= Experiment data mean

g
2

= Pre (or Post) estimate mean

S 2 = Fooled Variance

S
1

2 = Experiment data variance

S2
2
= Pre (or Post) estimate variance

N
1

= Number of faculty for experiment data

N
2

= Number of faculty for pre (or Post) estimates

FEASIBILITY OF SELF SAMPLING

The data from the survey at the end of the quarter to assess the

problems and feasibility of self sampling was summarized for each

question. Percentages and weighted averages of scales were com-

puted where appropriate.

CAMPUS EXPERIMENT

The data from the sampling study was used to replace the faculty

parameters being used in the CAMPUS model. This was labeled as

Project PRIME experiment number five. The parameters that were
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being used were the parameters based on a study done by the

Bureau of Institutional Research at the University of Minnesota

for Fall quarter, 1969. Comparisons were made using the outputs

derived from the two sets of parameters.
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DATA SUMMARIZATION

A total of 12,561 hours were classified into 43 different cate-

gories over the entire 12 week quarter. Of this amount, 869

hours were classified as personal time (other) netting 11,692

hours related to faculty activities. Personal time (work)

&mounted to 460 hours. This was spread back to the other activ-

ities proportional to the amount of time in those activities.

There were eighteen faculty that sampled each week. This

consisted of one group of ten faculty that sampled the entire

twelve weeks, two groups of four faculty that sampled each six

week period and four groups of four faculty that sampled each

three week period for a total of 34 faculty in the study.

The faculty had the option of sampling or logging. There were

6,992 hours sampled and 5,569 hours logged. There were 5,313

observations taken du-ing the sampling hours tar an average

interval between observations of 1.31 hours. The hours sampled

and logged are summarized by week in Table 4.1.

To avoid confusion, the terminology used in the following tables

is described in Figure 4.1 The diagram shows the relationship

of each data set to time. The data from each of the groups is

shown in Table 4.2 distributed across the major categories. The

data gathered via sampling and logging is referred to as the
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experiment data. This is data set number three in Figure 4.1.

The experiment data from the seven groups have been summarized

for each week, for each three week period and for the quarter.

The summary for the quarter is shown in Table 4.3.

Course work accounts for almost 19.2 hours per week of which 5.5

hours are direct contact hours. This is a ratio of 3.5 hours per

c:mtact hour. These figures are based on the full twelve weeks

of the quarter including final week and quarter break. Extension

is also included. Later in the chapter, extension is taken out

to develop the parameters for CAMPUS.

Total instruction including other instruction (student research,

exams, etc.) amounts to 21.4 hours per week. Research and public

service account for 10.6 ;Iuurs aod 4.4 hours respectively.

Administration is a big drain on faculty resources. Over

thirteen hours e week is consumed in administration. The depart-

ment heads and the dean are included in this data, however, even

if they are taken out the average hours per week on administration

is still over nine hours. Advising and miscellaneous student

.support services account for 1.5 hours per week, and professional

development amounts to 3.1 hours. The total hours per week

averages out to 54.0 based on a twelve week average. Figure 4.2

shows a breakdown of this data for each three week period. It

is interesting to see how the category "institutional services"

drops over the quarter. There is also a similar pattern for

research. Preparation tends to be lower in the first part of

the quarter and higher at the end. The same is true of evaluation.

ISs
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The jump in the last three weeks for evaluation is to be expected.

A summary of the entire quarter in percentage form is shown in

Figure 4.3.

Data was also gathered at the end of each period when a group

finished sampling. Each faculty member was asked to estimate

the number of hours that he spent in each category over the

period he sampled. This data is called "period estimates" and

is referred to as data set two in Figure 4.1. A summarization

of this data is shown in Table 4.4. The three week groups and

the six week groups have been adjusted to twelve week data by

multiplying the six week data by two and the three week data by

four. The average hours per week is close to 1.5 hours less than

the experiment data in Table 4.3. The distribution of the hours

is quiLe similar except for institutional services ana public

services which are both higher for the experiment data.

Another set of estimates was gathered at the beginning of the study.

These were estimates on how the faculty thought they were going to

allocate their time. This data has been labeled as pre estimates,

and is referred to as data set one in Figure 4.1. Pre estimates

were collected only on the faculty participating in the study. A

summary of the data is shown in Table 4.5. A comparison of this

data with the experiment data is shown in Figure 4.4. The largest

differences are in research, other instruction, institutional

services and professional development. The faculty in the study

estimated they were going to spend close to twelve hours per week

in research and ended up spending only about ten hours. Professional

1
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development was over estimated by about two hours. Institutional

services was under estimated by four hours.

The last set of estimates were the estimates collected at the end

of the quarter covering the entire quarter. These estimates are

labeled post estimates, and are referred to as data set four in

Figure 4.1. Post estimates were gathered on all faculty including

teaching assistants. A summary of this data is shown in Table

4.6. The post estimates for the faculty in the study and for all

faculty are also plotted on the chart in Figure 4.4. There is

very little difference between the post estimates for the faculty

in the study versus the aggregate of all the faculty. Figure

4.4 shows that all of the estimates stay quite close together.

Consequently, the differences, between the post estimates and

the experiment data follow the same pattern as tne comparison

with the pre estimates. The magnitude of the differences is

not as great, however.

The reader should note that the data in this study reflects only

the situation as it is perceived in a specific school in a specific

university. Caution must be exerciseo in interpreting this data

when using it for planning and decision making. The data must

be interpreted in view of the definitions and procedures used in

collecting it. This structure may not be appropriate for some

decision making situations. The reader is further warned that

the application of the methodology used in this study may need

revision given a different set of objectives.
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FINDINGS AS THEY RELATE TO DIFFERENCES

IN EXPERIMENT DATA VERSUS ESTIMATE DATA

Hypothesis 1.1 Experiment data equals period estimate data
twelve week estimates.

Pairwise comparisons were made on the mean hours per quarter by

category* between the experiment data and the period estimate

data. The period estimate data for the 12 week group is the same

as the post estimates on this group. The results of this compar-

ison are shown in Table 4.7. The test statistic used for the

comparison is the "t" distribution [See formula, p. 137 3. The

critical value of "t" for eight degrees of freedom at the five

percent level of significance is 2.31. There were two categories

where the hypothesis was rejected. Preparation time and time

for institutional services were both higher than estimated.

Research, professional development, and departmental services

were less than the estimates, but not enough to be statistically

significant. The mean total hours differs only by about 66

minutes per week.

Hypothesis 1.2 Experiment data equals period estimates; Six

week estimates.

Pairwise comparisons on the six week groups between the experiment

data and the period estimates were made in the same way as they

were for the twelve week group. The results of this comparison

*A11 statistical tests exclude the categories of class contact,
evaluation and other contact.
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are shown in Table 4.8. The critical value of "t" for seven

degrees of freedom at the five percent level of significance is

2.36. This hypothesis was accepted on all categories. There

was one category that would have been significantly different

at the ten percent level of significance. Departmental ser-

vices was higher for the experiment data than for the period

estimate. The total hours were a/so higher for the experiment

data than it was for the estimates but not enough to be

significant.

Hypothesis 1.3 C:,:periment data equals period estimates: Three

.ak estimates.

Pairwisc.: comparisons were made between the experiment data and

the period estimates for the three week groups. The results of

this comparison are shown in Table 4.9. The critical value of

"t" for thirteen degrees of freedom at the five percent level of

significance is 2.16. The hypothesis was rejected for one

category. Institutional services was significantly higher for

the experiment data than it was for the estimates. Departmental

services is significant at the ten percent level of significance

but in an opposite direction.

Hypothesis 1.4 Experiment data equals period estimates - Aggregate.

Pairwise comparisons between the experiment data and the period

estimates were made after combining all groups. The results of

this comparison are shown in Table 4.10. The critical value of

"t" for thirty degrees of freedom at the five percent level of

significance is 2.04. This hypothesis was rejected for one
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category. Institutional services for the experiment data was

significantly higher than for the estimates. The difference

amounted to about two hours per week per facalty member.

It is interesting to note that classroom contact for the two

sets of data is only 20 minutes apart. This is less than two

minutes per week.

Hypothesis 1.5 Experiment data equals period estimates: Aggregate -

No personal time work.

Pairwise comparisons were made between the experiment data and the

period estimates with personal time work excluded. Personal time

(work) had been included and distributed over the other categories

in proportion to the mnount of time in that category for previous

comparisons. The results of this comparison are shown in Table

4.11. iaoles 4.11 ana 4.iti represent the same comparisons with

personal time (work) taken out of the experiment data in Table

4.11. The critical value for "t" for 30 degrees of frecdom at

the five percent level of significance is 2.04. The hypothesis

was again rejected on the category institutional services: In

the original comparison with personal time (work) included,

six categories had a positive difference in means and five had

a negative difference [Experiment mean minus Estimate]. Con-

sequently, reducing the experiment data by taking out personal

time (work) made the negative differences gre,ter and the positive

differences less. There was only one category that changed signs

and this was classroom contact.
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Hypothesis 1.6 Experiment data equals period estimates: Aggregate -

Ho Administration.

Pairwise comparisons were made between the experiment data and the

period estimates leaving out faculty with heavy administrative

assignments. The results of this comparison are shown in Table

4.12. The hypothesis was accepted on all categories and the total.

The mean hours for the estimate data are higher on seven categories

and lower on four. The average hours per week per faculty for the

experiment data is 1.4 hours more than what was estimated.

Hypothesis 2.1 Pre estimates equal experiment data.

1

The experiment data was compared with the pre estimates on each

category and the total. The two sample "t" test using a pooled

variance was used as the test statistic [Sec formula. Lnapter

3]. The means and the variances of the four 3 week sampling

segments were combined to obtain an overall mean and variance

for the experiment data. The results of the comparison are

shown in Table 4.13. The critical value for "t" at the five

percent level of significance with 50 degrees of freedom is 2.0.

The hypothesis was rejected on two categor'-g. Institutional

services was significantly higher than estimated and professional

development was significantly lower. The mean hours per week per

faculty for the pre estimates was 54.09 compared with 53.94 using

the experiment data. This is a difference of only ten minutes

per week. The differences come in the distribution of these

hours. Preparation and other instruction were over estimated.
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Public service, student service, and institutional services

were all under estimated.

Hypothesis 2.2 Post estimates equal experiment data.

The estimates at the end of the quarter were compared with the

experiment data in the same way the pre estimates were compared.

The results of this comparison are shown in Table 4.14. The

critical value for "t" with 50 degrees of freedom is 2.0. The

hypothesis was rejected on two categories. Preparation was over

estimated and other instruction was under estimated. (Professional

development was close to teing significant at the five percent

level.) The post estimate average total hours per week of 51.77

was lower than both the experiment data and the pre estimates by

about 2.3 houi.s.

A summary of the findings as they relate to the differences

between estimates and the experiment data are shown in Figure 4.5.

The categories that were significantly different on the pa:lied

comparisons were institutional services, departmental services,

and preparation. There were no significant differences on the

totals. The differences on the aggregate - using the pre estimates

and the post estimates were significant on preparation, other

instruction, institutional services and professional development.

The three week estimates and the six week estimates were very close

to the experiment data indicating that estimating for these periods

of time is fairly good. Estimates on the twelve week period were

further from the experiment data. This is to be expected.
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The post estimates in this study may have been better than in the

typical survey because of the effect of the sampling study.

Faculty were more aware of the time they were spending on various

activities, because they were recording time throughout the

quarter. Some faculty may have consciously or unconsciously used

this data to aid them in their estimates. It should be noted,

however, that there were only ten faculty (the twelve week group)

that could have used data based on the entire quarter to assist

them with their estimate. All of the other faculty would have

only had partial data. The experiment data was not available

to the faculty when they made the estimates. The only data

that would have been available would have been notes they may

have kept themselves.

Une could challenge using -t- tests in performing the analysis

in this study because of the dependence between categories.

However, the assumption was made that this dependence becomes

insignificant as the number of categories increase. With only

three categories there would be high interdependence and only

one "t" test would be appropriate. With eleven categories a

significant difference in one category will not be highly

dependent on a significant difference in another.

The analysis done in this study could be confounded by incon-

sistencies in the way faculty categorized their activity over

the course of the study. There are two problems that exist:

A faculty member could be inconsistant in categorizing a

specific activity from one point in time to another point in

17S
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time; and there can be inconsistencies between faculty in cate-

gorizing the same activity. Based on (1) the post evaluation

survey discussed in the next section [See Table 4.16], (2)

spot checks made on activities where the faculty member specified

the activity as well as categorized it, and (3) discussions with

faculty on these problems, it appeared that neither problem

was significant.

1.80
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FINDINGS AS THEY RELATE TO THE PROBLEMS OF INTERPRETING CATEGORIES

A survey was conducted at the end of the study to assess the

problems the participants had with interpreting categories.

Reference Appendix C for an illustrution of the form used in

the survey. Tables 4.15 and 4.16 summarize the data obtained

from this survey. Table 4.15 indicates that there were very

few extreme problems with any category. The categories that had

a higher percentage of responses to "some problems" versus "no

problems" were (a) Student related research/other instruction,

(b) Public Relations and services, (c) Student support services

and (d) Professional development. The category with the largest

weiqhtina toward "some ormiems- wan student --zuonort cervicps.

The other categories cited above were very close on their distri-

bution of responses between "no problems" and "some problems".

There tended to be some confusion between student support services,

other contact and student related research. This is shown by

Table 4.16 on activities 1.2, 1.4 and 1.8. Activity 1.2 (assis-

ting a student with a term paper he is writing for a course you

'are presently teaching) should be classified as 14 (other contact),

but there were a number that put it into 18 (student related

research/other instruction).

Activity 1.4 (Preparing questions for a Ph.D. prelim) was spread

over five different categories. It should have been classified

as 18 (Student related research/other instruction). Activity 1.8
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Table 4.15

Problems in Understanding Categories
N = 32

No
Problems

Some
Problems

Extreme
Problems

100% Classroom Contact

93% 7% Evaluation

52% 40% 8% Other Contact

87% 13% Preparation

40% 55% 5% Student Related Research/Other
Instruction

71% 26% 3% Research and Scholarly Activity

48% 52% Public Relations and Service

No
Problems

Some
Problems

Extreme
Problems

56% 41% 3% Departmental Services

30% 67% 3% Student Support Services

61% 39% Institutional Services

47% 50% 3% Professional Development

52% 42% 6% Personal Time (Work)

68% 26% 6% Personal Time (Other)
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DISTRUTION OF RESPONSES TO

4.16

m 15 gl

CATEGORIZI4 3 ALTIVITIES g 4
N = 32

B g 5 g
P RR

ACTIVITIES CATEGORIES '11

0 DESIREI1 RESPONSE Z
1.1 DISCussING WITH A PH.D. STUDENT THE PROS AND

SUNS OF ACCEPTING A TEACHING POSITION AT
x' INSTITUTION.

.12 ASSISTING A STUDENT WITH A TERM PAPER HE IS
WRITING FUR A cOuRSE YOU ARE PRESENTLY
TEACH I NG

1.3

1.13

DISCUSSING WITH A STUDU,IT HIS REGISTRATION
FOR NEON' QUARTER.

PREPARING QUESTIONS FOR A PH.D. CRAL EXAM.

1 5 RIDING CN RIE ELEvATOR ON yOUR wAY TO AN SBA
FACULTY MEETING.

1.6 TALKING IN THE HALLWAY To ANOTHER PROFESSOR:
ABOUT YESTERDAYS HCCKEV GAME.

2 ABOUT THE ST. PAUL M.DVE.

3 ABOUT PROBLEMS WITH A. PARTICULAR
COuRSE YOU ARE TEACHN.W...

ABOUT A CURRENT RESEARCH PROJECT YOU
ARE ENGAGED IN.

1.7 GRADING PAPERS FOR A CURRENT COURSE.

1.8 TALKING TO A STUDENT FROm THE COLLEGE OF
EDUCATION ON A TERM PAPER HE HAS IN AN
EDuCATION COURSE.

1.9 CN A TRIP TO INTERVIEW FOR A POSITION AT AN-
OTHER UNIVERSITY.

1,10 WRITING A TEXT BOOK.

1.11 TRAVELING TO CHICAGO TO GIVE A TALK AT THE
AMA CONVENTION.

1.12 ATTENDING TIE DMA CoNVENTION IN TORONTO.

LB HAVING LUNCH WITH A PROsPECTIVE CANDIDATE
FOR A POSITION AT THE BLGINESS SCHOOL.

lay ADVISING A STUDENT ON A PH.D. DISSERTATION
TOPIC

1,15 DIRECTING A FUNDED RESEARCH PRCOECT.

1.16 TRAVELING 10 SCHOOL FROM HOVE FOR CLASS
IN THE MORNING.

1.17 TRAVELING TO SAN FRANSISCO ON A
CONSULTING ASSIGNMENT.

9

13 6

25

3 6 3

23

3 10

3

3

18 9 9

6 3 26

48

(E) 3 59

174

0 3 20 3

(2) 3

7 10 0 3 40 7

10 3

3
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5 5

3
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indicates problems in this same area. Again, it should have

been classified as 18 (Student related research/other instruction),

but many responded as student support services. Activities 1.3

and 1.14 were also related to contact with students, however,

these specific activities did not present problems. Activity 1.1

(Discussing with a Ph.D. student the pros and cons of accepting

a teaching position at X institution) was also related to this

same problem area. A few responded as 14 (other contact) and

18 (student related research and other instruction) but most of

the responses were correctly identified with 50 (student

support service).

There were some problems with personal time (work), personal time

(other) and indirect time such as riding on an elevator. Most

responded to activity 1.5 (riding on an elevator on your way to

an SBA faculty meeting) by putting it into institutional services,

since it was for a faculty meeting. However, a few regarded it

as indirect time and classified it as personal time (work).

Activity 1.6 (Talking about yesterday's hockey game) should have

been classified as personal time (work), but many classified it

as personal tim (other). Traveling was another problem area.

Some put traveling as part of the activity it was related to

and others put traveling into personal time (other). This

activity was not defined well. It is also a difficult one to

decide on.

184
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FEASIBILITY OF SELF SAMPLING

Data was gathered at the end of the study via a survey to obtain

information regarding the use of self sampling compared to alter-

native met' ods. Information was also gathered on the length of

time that 4ipeared to be reasonable for a faculty member to carry

the device, and the number of points per eight hour day that

appeared to be an optimum, (i.e., a number that the faculty member

could cope with).

One of the objectives of the survey was to assess how the partic-

ipants would compare a self sampling system of collecting data with

methods of estimating the data.

Hypothesis 3.1 Self sampliry is preferred to estimating methods
for gatherirg data on faculty activities.

Two questions in the survey were addressed to this hypothesis. The

questions were essentially the same except one asked the faculty

member to assume the data was collected every quarter and the

other made the assumption that the data would be collected one

quarter out of every six on random quarters. The distribution of

responses is shown in Table 4.17. A weighted sum was caiculated

on each method by using a scale of -2, -1, 0, +1, +2 corresponding

to the five cells going frem "Strong Dislike" to "Strong Prefer-

ence". The weighted sum makes it easier to compare the distribution

of responses for each of the categories.

1435
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Table 4.17

Responses to Methods of Data Collection
N = 32

The following assumptions were made: Assume that a system were set
up to record the time spent by faculty members on :lifferent activi-

ties. The system will be used by department heads 3nd by individual
faculty members to assist the planning process regarding activity
allocation and loading.

ASSUME THAT DATA IS COLLECTED BY THIS METHOD EACH QUARTER FROM
EVERY FACULTY MEMBER.

Strong
Dislike Indifferent

Strong
Preference

68% 14% 9% 9%

25% 28% 19% 28%

37% 13% 37% 7% 6%

28% 0% 28Z 96% 9%

-2 -1 0 +1 +2

Weighted
Sum

-40 Daily estimates

-16 Weekly estimates

-22 Quarterly estimates

7 :-...vbinavlun of sam-
plinfj (using random
beepers) and estim-
ating (logging).

Weight Factor

ASSUME THAT INPUT BY THIS METHOD IS COLLECTED ONE QUARTER OUT OF
EVERY SIX ON RANDOM QUARTERS.

Strong
Dislike Indifferent

Strong
Preference

44% 16% 6% 22% 12%

19% 29% 16% 26% 10%

37% 20% 20% 17% 6%

22% 6% 15% 42% 15%

-2 -1 0 +1 +2

Weighted
Sum

-18 Daily estimates

- 7 Weekly estimates

-21 Quarterly estiate7

+ 7 Combination of sam-
pling (using random
beepers) drd estim-
ating (logging).

186
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The data for both questions supports the hypothesis. The distri-

bution of responss puts sampling first, weekly estimates second,

and daily and quarterly estimates last. It is interesting to

note that the method of quarterly estimates that is predominantly

used is rated second to the last in the case of collecting data

every quarter, and last if one were to collect data once every

sixth quarter. This means daily estimates (logs or diarys) would

be preferred to quarterly estimates. It is also interesting to

note that the weighted sum is negative for every method except

for using sampling one quarter out of every six on random quarters.

Hypothesis 3.2 A period of three to four weeks is about the
right length of time fcr a faculty member to
carry the device.

The parLicipants were asked to indicate what v.culd be a reasonable

length of time to carry the device during the quarter. The

responses for this question are shown in Table 4.18. The data

supports the hypothesis. There were about as many favoring five

to six weeks as there were those favoring one to two weeks with

the highest percentage favoring three to four weeks. One

indicated zero weeks and four felt that ten weeks would be

reasonable.

Another question was asked on how much time per quarter it would be

worth for each faculty member to spend collecting data on how he

allocates his time. Sixty five percent indicated one to three

hours. The author estimates that sampling takes about an average

of 30 seconds per observation to record. Assuming that 40 hours

117
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Table 4.18

Responses to Questions Related to
Time Spent on Collecting Uata

N = 32

How much time PER QUARTER do you feel would be WORTH spending PER
FACULTY MEMBER in accounting for how he distributes his time.

4.1 Zero Hours

19% 4.2 0 - 1 Hours

65% 4.3 1 - 3 Hours

13% 4.4 3 - 6 Hours

3% 4.5 6 - 12 Hours

4.6 More than 12 Hours

Assume the device were carried one quarter out of every six. What

would be a reasonable length of time to carry the device during the

quarter.

si 5.1 Zero Weeks

22% 5.2 1 - 2 Weeks

35% 5.3 3 - 4 Weeks

28% 5.4 5 - 6 Weeks

5.5 7 - 8 Weeks

3% 5.6 9 - 10 Weeks

9% 5.7 10 - 12 Weeks

Which would be preferred.

87% Sample 10 points per day ever 20 days.

13% Sample 5 points per day over 40 days.

Which seems to be an optimum number of sample points per eight hour

period.

2

4

7% 6 17% 10 14

47% 8 12% 12 17% 16
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per week would be sampled, with an average interval of 1.24 hours

between points, there would be 32 points per week. This would

account for 16 minutes per week. The author estimates that

another 15 minutes per week would be required to log non-sampled

time and to do miscellaneous administrative tasks in accounting

for all cards during the week. Consequently, data collection via

this method will take about 30 minutes per week. Three to four

weeks could easily be sampled and not take up over three hours

of time. This of course, does not account for the time of explain-

ing to others what one is doing when the device beeps. However,

this will scon fade away as a problem if the system were used

periodically as a data gathering method.

Hypothesis 3.3 Faculty members would rather carry the device for

a short period of time with a higher frequency of
puilms per day !Alan LU carry it. i'or d lunyey petivt.i

of time with a lower frequency of points per day.

This hypothesis was supported very well. Eighty seven percent

said they would rather sample ten points per day over 20 days

rather than five points per day over 40 days.

Hypothesis 3.4 One alarm per hour is a reasonable number of

points per day.

This hypothesis was partially supported. Forty seven percent

indicated eight times per eight hour period. Forty six percent

selected a higher number of points. The results to this question

are shown in Table 4.18.

Another dimension of assessing the feasibility of using self

sampling are the problems associated with the random signaler

189



181

device. The author was initially concerned over the loss of

points due to devices being forgotten and the inability to hear

the tone. Neither of these were a big problem in the study. All

of the devices were set with an approximate mean interval between

"beeps" of 60 to 90 minutes. The overall actual mean interval was

78 minutes. There were some points lost; however, the average was

only about one point per faculty per week. This is based on an

estimate of 70 minutes being the minimum mean of the mean time

intervals of all the devices.

The survey at the end of the study also asked for information on

problems of using the random signaler device. The results are

shown in Table 4.19. The two categories with the highest percen-

tage of extreme problems were the bulkiness of the unit and

forgetting to carry it. Both of these problems can be solved

by redesigning the device so that it can be worn like a wrist

watch.

There were some problems with device reliability, but these

problems can also be solved with a better device.

"Time consuming" does not appear to be a significant problem in

using the device. Only 10 percent indicated extreme problems for

this category, while over 50 percent indicated no problems.

The categories of "disturbing to others", "disturbing to you" and

"hard to hear" are all related and received about the same distri-

bution. There is a conflict in this situation. If the volume is

turned up so that it is easier to hear, than it is more disturbing.

190
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Table 4.19

Problems of Using the Sampling Device

N = 32

No
Problems

Some
Problems

Extreme
Problems

16% 65% 19% Bulky to carry.

56% 37% 7% Hard to hear.

47% lAT 15% Dicturhino tn vnu.

23% 61% 16% Forget to carry it.

61% 29% 10% Time consuming.

45% 52% 3% Disturbing to others.

67% 30% 3% Device reliability.
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The volume required depends on the environment. If the environ-

ment changes, then the volume should be changed. The device

could be improved by having a volume control that could be set

to fit the environment or the individual.

In summary, self sampling, given a less bulky device that can be

conveniently carried, is a feasible means of gathering data on

faculty given the following conditions.

1. Sample each faculty member for only three to four weeks.

2. Take about 8 to 10 observations per eight hour day.

3. Sample a faculty member no more than one quarter in

every six on an average.
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FINDINGS AS THEY RELATE TO THE CAMPUS MODEL EXPERIMENT

The two sets of parameters used for the CAMPUS experiment are

shown in Table 4.20. The data from the Bureau of Institutional

Research (BIR) study was restructured to come as close as pos-

sible to the structure of the Project PRIME study. The detail

of this data is shown in Table 4.21. The data in this table

came directly from the computer printout given to the Business

School. The data from the Project PRIME study was taken from

a summary of the experiment data that separated extension and

put it into public service. The data from both studies was

normalized to a base of fifty hours per week to derive the

narameterc fm- the study. The administratinA fartnr hac haen

adjusted to allow for department heads at an extra fifteen

hours per department head per week. This is why the total

is 48.5 rather than 50.0. The total comes out to 50.0 at

a base of sixty faculty of which six are department heads.

This structure represents the base case.

It is interesting to note at this point how close some of the

normalized factors are. Credit per contact hour for course

activity, research, and administration are exactly the same.

The differences are in other instruction, public service,

professional development, and student services. Student ser-

vices was not a category in the BIR study, consequently it

shows up as zero. It is assumed by the author that faculty

considered this category as part of administration (other)
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TABLE 4.21

BUREAU OF INSTITUTIONAL RESEARCH

FACULTY ACTIVITIES STUDY

SCHOOL OF BUSINESS

FALL QUARTER. 1969

INSTRUCTION

CLASS HOURS 5.1

PREPARATION 8.8

OTHER CONTACT 3.0

EVALUATION 4.8
2177

OTHER INSTRUCTION 5.8

ADMINISTRATION

COURSE AND CURRICULUM DEVELOPMENT
DEPARTMENT. COLLEGE AND UNIVERSITY
OTHER ADMINI-TRATION
OTHER--GENERAL

RESEARCH

SPONSORED AND DEPARTMENT
SCHOLARLY AND CREATIVE ACTIVITY
ADMINISTRATION OF RESEARCH

PUBLIC SERVICE

PRESENTATION OF PAPERS
PUBLIC SERVICE WITH COMPENSATION
PUBLIC SERVICE WITHOUT COMPENSATION

PROFESSIONAL DEVELOPMENT

TOTAL

195

2.1
3.7
4.2
3.3

8.0
3.1
.7

. 9
2 . 8
1 :5

5 . 2

1 . 6

59.4
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in the B1R study. The factor of fifteen additional hours

for administration by department heads was based on the

Project PRIME study.

A CAMPUS simulation was run using each parameter set. Cost

center report 2.2 "Academic Staff Inventory by Rank" and 2.3

"Detailed Breakdown of Direct Activity and Non-Activity Load

Amongst Academic Staff" were printed out for each of the six

academic cost centers of the School of Business. These are

Accounting, Finance and Insurance, Industrial Relations,

Management Sciences, Management and Transportation, and

Marketing and Business Law.

Hypothesis 4.1 There is no significant difference between the
the CAMPUS outputs using Winter 1971 parameters
versus using Fdii 1969 parameters.

The cost center reports for Fall quarter of the first year using

each set of parameters are shown in Appendix K. A summary of the

differences for Fall quarter of the first year and for Fall

quarter of the second year are shown in Table 4.22. The dollar

differences will follow the sample pattern as the parameter

differences. A ten percent dollar difference using the PRIME

study parameters as a base was set up as a criteria for deter-

mining a significant eifference. The hypothesis is rejected on

public services, professional development and student support.

By year three the hypothesis is also rejected on research.
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SUMMARY OF THE STUDY

IMPETUS FOR THE STUDY
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THE PROBLEMS: thapter I discussed the problems higher education

is facing. These problems include dynamic student growth rates,

rising costs. ptJgram expansion, increasing complexity of the

systems and a growing dissatisfaction with the rutputs. The

growth of students from 1940 to 1960 was 2 million students

an increase of 133 percent. Student enrollments are estimated

to climh to 10.3 million in 1980 an increase of 194 percent over

the 1960 enrollment of 3.5 million.

4.164,
--4-

problem. The cost per student index rose 55 points during the

ten ,:yeer period from 1955 to 1967, while the consumer price

index rose less than 20 points. The combination of these two

factors, numbers of students and cost per student toth climbing

rapidly have put higher education into a crisis situation.

Other factors ar also adding to the problem. Proliferation of

speri.'lized programs to meet the needs of growing problems in our

sociuty are adding to the costs. Many of these programs have high

start up ce,-ts and low numbers of enrollees. Consequently, the

cost per student is high. Coordinating bodies are attempting to

control these programs to eliminate duplication within reasonable

geographic limits.
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Probably one of the biggest factors adding to the overall problem

is the increasing complexity of higher education systems. Univer-

sities have become very complex systems. There are hundreds of

subsystems and hundreds of interfaces that make up the system.

Coupled with this there is a complex form of management (i.e.,

president, vice presidents, deans, department heads, committees,

and faculty) that is involved in the process of distributing

resources. This structure is complex because of the number

of people, objectives and sub-objectives involved. In order

to contend with these systems, universities must look toward

more ,ophisticated management tools. Systems ana'sysis, information

systems, planning, programming, budgeting systems, and simulation

are techniques that can help define and structure the university

syetT1 so that it can be managed and controlled. These tech-

niques will aid in defining the relationships between inputs and

outputs of the system, so that university management can make

decisions regariing resource allocation that will produce outputs

compatible to the objectives and goals of the institution.

Aggregal.e costs of inputs will be broken down and associated with

outputs so that decision making can proceed on the basis of cost

per output -s well as cost per input.

THE IMPORTANCE OF FACULTY ACTIVITY ANALYSIS: Implementing systems

to aid the decision making process in higher education requires

that data be collected, maintained and transformed so it can

support the decisions that are to be made. Data on how faculty

200
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time is allocated to the various programs and processes of higher

education represents the key factor. Over eighty percent of the

resources used in the primary academic areas are in support of

faculty and staff activities. Consequently, decisions on alter-

natives depend a lot on how it affects the draw on faculty

resources. Analysis on faculty activities is currently done in

many forms across the country. Most studies use surveys where

the faculty estimate the amount of time they feel they spend on

various activities. There are many problems with these studies.

1. Activity Definitions

2. Measures of Faculty Activities

3. Population problems

4. Acceptance by the faculty

5. Accuracy of data collectior. methods

This study is concerned primarily with the last problem. There is

a general concensus among faculty and administrators that the

estimating done is not accurate enough to be useful for planning

models and systems to support the decision making process in

higher education. The purpose of this study was to explore a

self sampling method of collecting data on faculty and determine

if there are significant differences between the data collected

via sampling and the data collected via estimating. Another

purpose of the study was to assess the feasibility of using self

sampling as a method of collecting data.

BACKGROUND OF THE STUDY

The study was conducted as a part of Project PRIME (Planning

201
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Resources in Higher Education). Project PRIME was a one year

project to test implement the CAMPUS simulation model in three

institutions of higher education in Minnesota. Parameters rela-

ting faculty time to activities are key variables in the CAMPUS

model. Consequently, Project PRIME provided a unique environment

to integrate a study on data collection relating to faculty

activities.

THE STUDY

Thirty four faculty from the School of Business at the University

of Minnesota participated in the study. They were asked to

complete five tasks as a part of the study.

1. Estimate at the beginning of the quarter the time thay

thought they would spend on each activity throughout

the quarter [Pre-Estimates].

2. Sample their time over a period of the quarter [Experiment

Data]. Ten faculty sampled all twelve weeks, four

faculty sampled the first six weeks, four faculty

sampled the last six weeks, and sixteen faculty sampled

four at a time for three weeks covering the entire quarter.

3. Estimate at the end of the period the time they spent on

each activity over the period sampled [Period Estimates].

4. Estimate at the end of the quarter the time they spent on

each activity over the entire quarter [Post Estimates].

5. Complete a survey pertaining to their reactions on

using self sampling.

The sampling study was conducted using a random signaler device

2n2
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that would "beep" at random times during the day. The faculty

member carrying the device recorded what he was doing at the

time of the beep. The total time that the faculty member sampled

during any sampling segment was distributed into the categories

proportional to the number of points in each category. Time spent

on faculty activities not sampled was accounted for by logging the

hours into each category.

203
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FINDINGS AND CONCLUSIONS

The data obtained from the experiment (experiment data) showed

that the faculty in the study spent an average of 19.2 hours

per week over the twelve weeks on course related activities.

Of this, 5.5 hours were spelt in class, yielding a ratio of

3.5 hours spent for every contact hour produced. Another 2.20

hours were spent in other instruction, such as graduate papers,

graduate exams, and independent study. Research and public

service averaged 10.56 hours and 4.35 hours per week respec-

tively for a total of 14.91 hours. Administration consumed

close to the same amount of time. Department duties averaged

5.04 hours per week while services to the institution (School

of Business or the University) averaged 8.08 hours per week for

a total of 15.49 hours. Professional development averaged

3.08 hours per week, and services to students such as advising

and general support of student activities consumed 1.48 hours

per week.

The study shnwed that estimates made by the faculty can come very

close to the data derived through self sampling on many categories.

However, there were some categories where significant differences

occurred. See Figure 5.1. Preparation showed up significantly

different in comparing the data derived through self sampling with

the estimates at the end of the period for the twelve week group

and on the aggregate post estimate comparison. Other instruction

204
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Figure 5.1

Summary of Categories with Significant Differences

Experiment Data Estimate

Mean 0ours Per Week Mean Hours Per Week

Hypothesis 1.1
(Experiment versus period estimate - 12 week)

Preparation
4.93

Institutional Services 13.49

3.39
10.25

Hypothesis 1.2
(Experiment versus period estimate - 6 week)

No Significant Differences

Hypothesis 1.3
(Experiment versus period estimate - 3 week)

Institutional Services 8.17 5.85

Hypothesis 1.4
kExperiment versus period estimate - Aggregate)

Institutional Services 8.51 6.36

Hypothesis 1.5
(Experiment versus period estimate - No personal time work)

Institutional Services 8.25

Hypothesis 1.6
(Experiment versus period estimate - No administration)

No Significant Differences

Hypothesis 2.1
(Experiment versus Pre estimates)
Institutional Services
Professional Development

Hypothesis 2.2
(Experiment versus Post estimates)

Preparation
Other Instruction

205

6.36

8.08 3.82
3.09 4.60

7.71 6.16

2.19 3.17
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showed up as a problem category on the post estimate comparison.

There was a pro, en with estimating time spent on professional

development that appeared when the data derived from self sampling

was compared with the aggregate quarter estimates. This category

was significantly over estimated for the t.re estimates and was very

close to being significant for the post estimates.

The category that was the most difficult to estimate was insti-

tutional services. This category was significantly under estim-

ated on all of the estimates. The only time this category did

not show up as significant at the five percent level was when

faculty with administrative assignmts were left out (the six week

groups had no faculty with administrative assignments) or when

the comnarison was made on an aaareaate basis with the post

estimates. One explanation for this is that as faculty become

more involved with administrative assignments, they have more

difficulty in estimatiny their time. Administrative tasks are

so varied and they are sandwiched into smaller segments of time

than the tasks in other categories. Consequently, the adminis-

trative categories are more difficult to estimate.

The study also showed that self sampling can be used in a faculty

environment. The acceptance of any method of collecting data is,

of course, relative to the acceptance of collecting the data in

the first place. Overall the faculty indicated a preference for

using self sampling rather than estimating. Weekly estimates

were the next preference, with daily and quarterly estimating as

the last preference.

210Z
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The structure that appears to be more feasible for incorpore-ting

self sampling in a faculty environment is to (a) Sample each

faculty for not more than three to four weeks at a time, (b) Take

one observation for every 40 to 60 minutes on an averatLe, and

(c) Sample random quarters such that any one faculty member does

not sample more than once every sixth quarter.

In summary, self sampling can be used as an effective means of

gathering data to either derive faculty parameters, or to check

on systems that do derive these parameters.

It has been shown that estimating can differ significantly from

the data derived from self sampling on some categories. Conse-

quently, parameters derived from estimates must be used with

"Nor, kr, earl ,r; 4-11 rr,r, ALM (..1.1 Uitlarl 010 ti lesin 11

in planning models.

Self sampling can be an inexpensive and convenient method of

increasing the reliability and confidence in the parameters

being used. This will in turn increase the confidence of the

faculty in the planning process.

21T7
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IMPLICATIONS FOR FURTHER RESEARCH

Mort research should be done to develop a standard system of

collectinq data on faculty activities. The system should be

continuous so that it becomes part of the faculty member's

routine. This does not mean he i putting input into the

system every quarter, but that he can expect to submit input

during some quarters on a systematic basis. A continuous system

will also keep faculty acquainted with category structures so

that this problem will not be as significant. Another advantage

of a continuous system is the ability to look at the behavior of

parameters with respect to time. Are Fall quarter parameters

significantly different than Winter or Spring quarter parameters?

Are there trends in the parameters? Can thcl:o. trandc hp accnri-

ated with changes in the technology of instruction?

The main problem is determining an optimum system of collecting

this data. What mix of estimating and sampling should be used?

Should time reports be maintained for certain types of tasks such

as research projects, committee assignments and similar assignments?

Another problem area that needs more research is a standardized

set of category definitions that will be adaptable to institutions

across the nation. This will help reduce the problems of inter-

preting definitions because they will not change for every study

that comes along, and it will make it possible to summarize program

structures beyond the institutional level. Perhaps the work

presently being done by WICHE will solve this problem.

21'1E
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An Introduction to Project namE and CAMPUS MINNESOTA

I. BACKGROUND

PRME is an acronym for Planning Resources in Minnesota Education.

Project NU is a one year project jointly funded by the Minnesota State
College System, Minnesota Junior College System, the University of Minnesota,
the Hill Family Foundation, and the Minnesota Higher Education Coordinating

Commission. The project's primary objective is the test implementation of

CAMPUS (comprehensive Analytical Methods for-Planning University Systems)

in one State College (Bemldji - Behavioral Science Division), in one Junior

College (Lakewood) and in one,school at the University of Minnesota (School

of Business Administration).1!

The CAMPUS model was deVeloped under a Ford Foundation Grant by the

Institute for Policy Analysis in the University of Toronto. The Institute

has an extensive research program entitled "Systems Analysis for Efficient

Resource Allocation in Higher Education." The program consists of six

integrated projects: (1) Program Planniag and Budgeting in Universities,

(2) Planning and Financing Higher Education, (3) Models for University

Planning (CAMPUS), (4) Integrated University Information Systems. (5) Models

for planning and use of physical facilities, end (6)
2/
Planning and Management

Systems for University Information Resource Centers,

Because of the Ford Foundation Funding, the CAMPUS model is availeole

to the pubi.ic. The latest version available to the public is known as

CAMPUS-V.2Y CAMPUS V was programmed on an IBM 360/85 computer. CAMPUS-

MINNESOTA, hereafter called "CARPUS-M", is identical to CARPUS V except

that it is operational on the University of Minnesota's CDC 6600 Computer.A/

1/For further information on the' Project see "Test Implementation of
CAMPUS (A Compnter Based Simulation Model) for Higher Education Administration
and Planning in Minnesota", February 1970. Project PRIME Report No. 1

March 1970.

.?./For a description of each project, their objectives, and their
status at the end of 1969 see Judy, Richard W. "A research progress
report on Systems Analysis for efficient resource allocation in higher

educations", University of Toronto, January 1, 1970, 24 pp.

2/Another version or CAMPUS, labelled either CAMPUS VI or CAMPUS-
CONNECT is available from the Systems Research Group (SRG). SRG is a

corporation whose principles are former associates of the Institute for

Policy Analysis. CARPUS VI is available in an interactive mode, and costs

approximately 00,000 per installation.

A/For futher details see Milton S. Fisher and Patrick bavitt,
"Converting CARPUS V to CAMPUS-MINNESOTA", (Project PR1RE report No. 11)

211



II. INPUTS

CAMPUS-14 io a resource simulation model with an ability to "represent

reality" in considerable detail. As an indication of the level of detail,

let's examine the data needed for a single course (or activity):

(1)

(2)

(3)
(4)
(5)
(6)

(7)

203

Staff - academic e.g. professor and academic support e.g. teaching

assistant.
Space - classroom, instruction lab, or special lab.

TeacLing equipment - projectors, bunson burners, computers, etc.

Type of course - lecture, lab.
Staff Specialization - accounting, philosophy, art-, etc.

Schedule time - hours per session and sessions per week.

Success factor - probability of completing courses with a passing

grade.

Exhibit 1 provides a listing of the types of xnput required by CAMPUS-M.

These sections are examined briefly below.

DEFINE: Tbis section "defines" or structures the institution's

programs and cost centers (departments). Exhibit 2 is a program

structure for a typical School of Business Administration and Exhibit

3 is a corresponding cost center structure.

ACTIVITY: Activities are primarily courses. Resources required for

each course were discussed above.

...... to

through the use of participation rates. Also established are the

length of the degree programs - 2 years, 4 years, etc.; and the

number of credits needed for graduation.

STUDENT: Actual entering students both freshmen and advanced standing

students are input in this section. Drop-outs and transfers from

major to major are also entered in this.section.

STAFF AND XSTAFF: Staffing units required for each teaching and non-

teaching duty are entered here; plus salary and office space. Hiring

and promotion pclicy variables are also part of this input.

SPACE AND AVLSPACE: There are four types of space in this section:

classroom, instructional labs, special labs, and service department

space. Operating costs, construction costs and service characteristics

(e.g. air-conditioning) are also needed.

SERVICE: Inputs are needed for staff, space, cost, and equipment

associated with service departments.

EQUIPMENT: Cost and.type of teaching equipment

REVENUE: By source and use

MISCELLA: Forms for developing miscellaneous resources, e.g.

benefits, travel expenses.

212



204

TII. PROCESS

(A) INSTRUCTION PROGRAM: A schematic of the use CNMPUS-M makes
of the input data for the instructional programs is shown on Exhibit 4.
The process begins with students entering the system as shown on the

e They enter, either as freshmen or advanced standing students
and select a program (or major). Each program in CAMPUS has a curriculum.
A curriculum is defined for eacb quarter, and for each study level (Junior,

Senior) as7 "a set of activities (courses) and a set of participation

rates". lf_--rticipation rates for an activity represent the probability
that students TIT this program and in this quarter will select this activity.

The combinat, of curriculum, program, and students determines a demand

on activitie The resources required to "teach" these activities (e.g. staff,

equipment spa_,.!) are drawn from the cost centers or departments.

(B) SUPPORT PROGRAMS: Developing resources for the support programs
involves using the cQncoot of a service department. A typical example of

a service department tne computer center. To determine the "supplies"
(one resource typ,,j) 1,eded for this department, CtMPUS-M can use a relation-

ship of the following type:

Computer Center Supplies = $20,000 + $100 per student
+ $500 per faculty member
$20,000 + $100(100) + .$10(500)

= $35,000

ine number of students nnd faculty "drawing" supplies from the computer

center for any quarter would be determined from the instruction process,

as explained above. CAMPUS-M refers to the "per student" and the "per

faculty member in the above equation as the "functional basis". The

49 functional bases available in the model are shown on exhibit 5. Note

from the exhibit that one basis is "(1)" or the absolute amount (the

$20,000-in the example). A maximum of three functional bases can be

used for each refource at each cost center (or program). The use of

functional bases gives the model-builder a very flexible vehicle for

determining resources in support programs.

(C) RESEARCH AND PUBLIC SERVICE PROGRAMS: If the research or
public service activity is carried on by a specified organization e.g.

MISRC or department, e.g. single quarter leave; determination of required

resources can be handled analogously to those for support programs. If

the research or public service is a "faculty activity", CAMPUS-M develops
the required resources using a non-teaching duty category. Two possibilities

are available: (1) Using a fixed 7, of faculty time or (2) using the

"functional basteon a resource called "staffing units".

2An inventory of students in the system at start-up is a required

input.
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TV. OUTPUT

There are three major groupings of output reports available in the
present version of CAMPUS-M: (1) Input Data reports, (2) Cost Center

reports and (3) Over-Time reports. The first group of reports are provided
to collate the input information and develop it in a logical report format,
thus facilitating an examination of the input data. There are 44 report
formats (exhibit 6)

Report
Category

available in 9 major categories

INPUT DATA REPORTS

as follows:

Number of
Report FormatsDescription

1 Program Structures and 4

Departments
2 Aetivities 6

3 Programs and Students 4

4 Staff 7

5 Space 7

6 Space 6

7 Service Departments 4

8 Revenue 4

9 Miscellaneous Resources 2

The second group of reports, the "COST CENTER Reports", are
provided to aid the institution's managers e.g. department heads, deans,

etc. The present version of CAMPUS-M has seven major report types and
48 repozt formats (Exhibit 7) as follows:

COST CENTER OUTPUT REPORTS

Report
Category Description

NuMber of
Report Formats

1 Students and enrollees 2

2 Staff 5

3 Equipment 2

4 Service 2

5 Space 19

6 Space
7 Summary 10

48

214
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A third group of available reports are called "OVERTIME Reports".
These reports are for a session (year) as contrasted with the preceeding
two groups which are "Single period (Quarter)" reports. Up to 10
sessions arc possible. Five catego;ies -of reports are available (Ekhibit 8):

OVERTIME REPORTS

Report Number of

Category Description Report Formats

1.1 Student and Enrollee Load 1

1.2 Staff Costs 1

1.3 Space Requirements 1

1.4 Operating Costs 1

1.5 Summary Report 1

5

V. ANALYSIS WITH CAMPUS-MINNESOTA

As with all simulation models, "its real value depends on the ability
of the user to recognize situations in Aich the model can be used and to
devise alternatives for investigationA/ The developers of CAMPUS suggest
five diffeNent problem areas where the model may be a valuable tool for

analysis:21

1. SCALE OF OPERATIONS - Problems in this area are mainly concerned
with the impact of altering the levels at which various programs
are carried out. Typical investigations would assess the
impacL of changing student enrollment or student graduation
goals.

23 GENERAL STRUCTURAL DECISIONS - Structural decisions occur on two
levels. The first of these concerns the composition of the inrti-
tution itself in terms of the educational and research programs
that are pursued by the university. The second level of structural
decisions occurs within the program level and is concerned with
the activity composition of the program. Alterations of this
kind involve adding or deleting particular activities.

3. PEDAGOGICAL DECISIONS - A number of decisions relating to activities
have to be made with respect to the way ia which they are going

Systems Research Group, Seminar on University Administration, March 17

and 18, 1969.

7L
Ibid.
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to be carried out. For instructional activities these might
include class sizes, the type, qualifications and mixture of
staffing to be used, gl;.4 teaching equipment (ETV, CAE) requirements.

4. ADMINISTRATIVE DECISIONS - The various activities place loads
on the cost centers or departments and these departments have a
number of administrative decisions that must be made. Such
matters as professional staffing policy, use of support staff,
renumeration and tenure policy and various other financial and
administrative questions need 10 be assessed.

5. GENERAL POLICY - General policy decisions can ha characterized as
university level administrative decisions. Such matters as a
change in the semester system, addition of new schools and
faculties, and the introduction of new scheduling techniques are
representative of the kinds of decisions faced at .0:Ls level.

VI. RESEARCH IN PROGRESS!!

(A) PROGRAM COSTING: Although impressive, the output reporting cap-
ability of CARFUS-M suffers from a major weakness - the available reports
are for cost centers only and not programs (ekhibit 2). The essence of
program budgeting is to report resources (and of course, effectiveness)

by "programs". Exhibit 10 is one example of a desirable program report.

It shows "total" resource requirements for a typical- program element
e.g. Ph.D. degree in MIS. Other repor-s providing "unit" cost, e.g.
per degree, per eref-A.t hour, ^t!.'., also planned. Fortunately, most of

. io cl.vc,iia-ultt la

the model. Tw9 reports are in progress explaining Project PRIME's efforts
in this area.211

(B) RESOURCE ANALYSIS MODELS IN HIGHER EDUCATION:-12/ The research
being conducted in this area involves a synthesis and analysis of four

resource analysis models: (1) CAMPUS; (2) Program Budgeting; (3)
Leontief's input-output analysis; and (4) Linear programming. Each

model will first be individually explained, followed by a theoretical
synthesis using the input/output framework as the key integrating
structure.

To ascertain the value of structuring the data as proposed above,

§/Exhibit 9 is a bibliography of Project PRIME reports.

2fDavitt, Patrick Program Accounting with CAMPUS-M, unpublished
master's thesis (Also available as Project PRIME report Number 8) and
Gary M. Andrew and David C. Cordes, Program Costing and Resource

Analysis with CAMPDS-MINNESOTA: A Philosophic note, Project PRIME report

Number 5 in progress.

IS/David C. Cordes Resource Analysis Models in Higher Education,
Project PRIME report No. 10 in progress.
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an analysis will be conducted using test data from the three institutions

involved in Project PRIME. To facilitate this analysis we have a computer

program knowp as "EL FYD". The model's peculiar name stems from its

association ith the Department of Defense's Five Year Defense Program

(FYDF).11/ Physically the model consists of two groups of computer codes -

one a "generalized cost model" in input/output format ...nd the second a

"report generator" that provides flexibility in writing tables; both for

staff analysis, and management reporting.

An analysis of the usefulness of the proposed synthesis for improving

and integrating planning for various levels of a statewide education system

e.g. departments within et:lieges, is planned.

(C) ANALYSIS OF FACULTY ACTIVITTES-:-
12/ Faculty resources represent

a major portion (777 in SBA, Universit7 of Minnesota 69-70) of the total

variable input in higher education. Of this amount only a small percentage

(class time) is easily measured. The remaining amount is difficult to

measure due to the large range of activities, the number of activities
involved with at any one time, and the varied working schedule of the faculty.

Current attempts to measure these activities using questionnaires do not

appear to be sufficiently accurate. Research will be done to explore the

accuracy of the questionnaire, and the feasibility of using activity self

sampling to improve current methods of data collection. Activity self

sampling is a process of recording activity engaged in at random points

ovre- a period of time. This is done with the aid of a small random alarm

he 1-17.^ 7"-.His"(1"1 t, the' P.:Y711"

If the data collected via a questionnaire proves to be too inaccurate

for use in resouree allocation models, then further work will be necessary

to develop systems that will provide the desired accuracy.

(0) ) FACULTY ACTIVITY INFORMATION SYSTEM:13/ Information systems and

resource allocation models in higher education require coordinated sub-

systems. These subsystems include (see exhibit 12): (1) input subsystems,

(2) the data base management subsystem, and (3) analysis and reporting

subsystems. Work must be done on defining the various subsystems so that

FYDP is the "pregramming" system associated with the Department

of Defense's Planning, Programming, and Budgeting System (PPBS). For a

detailed explanation of PPBS see Cordes, David C. Planning, Prograumiing,

and Budgeting Systems in Education: Concept, Operation, Status, and a

School of Business Administration Example, Research Monograph No. 1,

Management Information Systems Research Center, May 1970, 68 pp. (Also

available as Project PRIME Report No. 4)

22IFor further
Analysis of Faculty
PRIME Report No. 6,

131For further
A Faculty Activity
FIUME Report No. 7

information on this research see Lorents, Alden C.

Activities for Resource Allocation Models, Project

in progress.

information on this research see Lorents, Alden C.
Information Subsystem and CAMPUS-MINNESOTA, Project



209

there is compatibility:

(1) with the WICHEEtidata element definitions
(2) with the Resource Analysis Model
(3) with the Data Processing Systems.

The proposed ::aculty activity information system to be designed in this
research project will consider the campatibility as noted above. The
design will include definitions of the input system, data elements, file

design and outputs. It will also include definitions to interface the
data elements in the subsystem with CAFaTs.

(E) CURRICULUM COST/BENEFIT ANALYSIRLY Research is needed on a
methodology for performinga cost benefit analysis on an academic curricula.
The CAMPUS model is ith.:'.11y suited for the costing side. However, little
work has been done in the area of educational outputs. In a recent paper
presented before the WICUE-MIS conference on educational outputs, David
Brown sketched cut a framework for an educational output index.lb/ At
the present time it appears that placing a dollar value on an educational

output is infeasible, however Brown's index approach is very promising.
The index approach will not tell administrators how well they are doing
fa absolute terms but it will allow them to see how they are doing with
respect to the past and it will allow them to compare expenditures with
a quantifiable measure of output.

14/WICHE is Western Insterstate Commission in Higher Education. The

MIS section is working on defining in-formation systems in higher education.

12IFor further information see Fisher, Milton S. "A Curriculum Cost-

Benefit Analysis," Project PRIME Report No. 9, in progress.

16/Brown, David G. "A Seheme for Measuring the Output of Righer Education,"

Outputs of Hiaber Education: Their Identification, Measurement, and Evaluation,
Papers from a seminar held at Washington, D.C., May 3-5, 1970, conducted by the
Western Interstate Commission for Higher Educati;:n in cooperation with the
American Council on Education and the Center for Research and Development in
lac,ber Education at Berkeley, Edited by Ben Lawrence, Ceorge Weathersby, and
Virginia W. Patterson, July 1970.
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Exhibitl

Level I Command INPUT

Index of Level 2 and Level 3 Command INPUT Documents

LEVEL 3

01 Institution Name and Simulation Time Factors
02 Cost Center Levels
03 Cost Centers
04 Program Levels
05 Programs
06 Program to Cost Center Affiliation

ACTIVITY 01 Activity Type
02 Specialty Type
03 Schedule Range
04 Section Size Range
05 Resource Combinations
06 Activities
07 Exception Activities
08 Exception Resources

PROGRAM

STUDENT

STAFF

XSTAFF

SPACE

01 Program Curricula
02 Curricula Activities and Participation Rates
03 Program Duration and Enrolment Update
04 Credits Per Credit Range by Program

01 New Entrants to Institution with NO Academic Credit
02 Distribution of /law Entrants with NO Academic Credit

03 New Entrants with Academic Standing
04 Student Transitions
05 Student Credit Load

01 Academic Staff Ranks
02 Academic Staff Activity Teaching Duties
03 Academic Staff Activity Non-teaching Duties
04 Academic Support Staff
05 Non-academic staff

01 Detailed Acalemic Staff Ranks

02 Detailed Academic Staff Activity Teaching Duties

03 Detail.'d Academic Staff Activity Non-teaching Duties

04 Detailed Academic Staff Inventory, Transition and Hiring

Criteria
05 Detailed Academic Staff Optimization and Update Policies

01 Classroom Sizes (stations)

02 Laboratory Sizes (stations)

03 Classrom. Space Planning Factors

04 Classroom Type Characteristics

05 Instructional Lab. Space Planning Factors

06 Instructional Lab. Type Characteristics

07 Special Lab. Space Planning Factors

08 Special Lab. Type Characteristics

09 Service Space Characteristics by Type

10 Cost Center Space Characteristics

11 Service Code Specifications

12 Space Category Codes, Names, Construction, and Maintenance

Ccats E-1
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AVLSPACE

SERVICE

EQUIPMEN

REVENUE

13 Miscellaneous Space Specifications

14 Teaching Space Control Centers

01 Available Classroom Space
02 Available Instructional Laboratory Space

03 Available Instructional Special Laboratory Space

04 Available Space by Category

01 Service Departments and Affiliations

02 Service Staff
03 Service Space
04 Service Equipment

01 Equipment Resource Characteristics

01 Characteristics of Revenue

02 Revenue at Cost Centers
03 Revenue at Programs
04 Revenue of Service Departments

MISCELLA 01 Miscellaneous Resource Characteristics
02 Miscellaneous Resource by Cost Center

RESEARCH *

INREirs.t. 01 Input Report Controls
tu Comments

UTREPR 01 Output Report Control-Cost Centers
02 Output Report Control-Program

General Experiment Coding Sheet

* To be available
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Ekhibit 2

A Program Structure
for a

School of Business Admiuistration

PRIMARY
1.0 INSTRUCTION

1.1 Undergraduate
BSB Accting
BSB Regular

1.2 Graduate
Master of Business Administration (nay)
Executive Master of Business Administration (Evening)

Master of Arts - Industrial Relations
Ph.D. - (10 program elements)1/
Master of Science - (10 program elements)21

2.0 RESEARCH
2.1 Organized Research

Center for Experimental Study of Business (CESB)

Industrial Relations Center (IRC)
Management Information Systems Research Center (MISRC)

2.2 Department Research
Summer Research
Department Research

3.0 PUBLIC SERVICE
Continuing business Education
Bureau cf Business Research
Faculty Public Service

SUPPORT
4.0 ACADEMIC SUPPORT

Computer Center
Industrial Relations Library
Business Reference Library
Department Administration and Committees
Professional Development

5.0 STUDENT SUPPORT
Pre-Business Counseling
Graduate Studies
Placement
Student Support - Faculty

6:0 INSTITUTION SUPPORT
College Administration
Administrative Services
Committees - College Wide

1/Each element is a degree major: Accounting, Finance, Industrial Relations,

Management, Management Information Systems, Marketing, Production, Quanti-

tative Analysis, Insurance, and Transportation.

E-3
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Exhibit 3

Cost Center Structure
for a School of Business Administration

Academic
Cost Center

214

Research Service

Cost Department
r

Ae.etnnnting

Finance and

Management
Management Development

Management and

Science

Transportation

MISRC

IRC Office Services

...

66.Student Services

Insurance

IR CESB Computer Center

6.6

Bureau of Business
Research

Marketing and
Business Law

E-4
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Exhibit 5

FUNCTIONAL BASES FOR THE CnCULATION OF
INDIRECTTESOURCES AT A COST CENTER1/

Code
Number Description

1. Absolute - value 1.0

2. Affiliated students

3. Affiliated enrollees

4. Enrollee load

5. Aggregate affiliated students

Aggregate affiliated enrollees

7. Aggregate enrollee load

8. Number of academie staff

9. Number of academic support staff

IV. Number of non-acacemic sratm

11. Total staff at the cost center

12. Aggregate number of academic staff

13. Aggregate number of academic support staff

14. AggrePAte number of non-academic staff

15. Aggregate total staff

16. Number of affiliated programs

17. Aggregate number of affiliated programs

18. Classroom space

19. Laboratory space

20. Total space

21. Aggregate classroom space

22. Aggregate laboratory space

23. Aggregate total space

.E-6
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Exhibit 5 (continued).

Code
Number Description

24. Operating costs

25. Aggregate operating costs

26. Number of directly affiliated cost centers

27. Absolute - Value 0.1

28. Absolute - Value 0.01

29. Absolute - Value 10.0

30. Absolute - Value 100.0

31. Absolute - Value 1000.0

32. Total academic staff salaries

33. Total academic support staff salaries

34. Total non-academic staff salaries

35. Total full time academic staff hired

Total statt salaries

37. Aggregate academic staff salaries

38. Aggregate academic support staff salaries

39. Aggregate non-academic staff salaries

40. Aggregate total salaries

41.

42. Affiliated students in 100's

43. Affiliated enrollees in ICO's

44. Enrollee load in 100's

45. Aggregate affiliated students in 100's

46. Aggregate affiliated enrollees in 100's

47. Aggregate enrollee load in 100's

48. Number of stations in a room

49. Number of square feet in a room

JJ Aggregate = Total at a cost center considering all theaffiliated cost centers

below the referenced cost center.

E-7
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No.

Exhibit 6

Input Data Reports

Title and Contents

218

1.0 PROGRAM STRUCTURES AND DEPARTMENTS
1.1 SIMULATION CHARACTERISTICS: Institution name, Simulation periods

per session, Length of simulation period, and Comments on this
run.

1.2 COST CENTERS - LEVEL/NODE STRUCTURE: The levels, nodes and nodes
of affiliation of the cost centers reflecting the flow of funds and
resources.

1.3 PROGRAMS - LEVEL/NODE STRUCTURE: The levels, nodes and nodes of
affiliation of the programs, reflecting the flow of teaching
resources.

1.4 AFFILIATION OF PROGRAM NODES TO COST CENTER NODES: Program nodes
affiliated to cost center nodes reflecting the flow of funds and
resources to the programs.

2.0 ACTIVITIES
2.1 ACTIVITY CHARACTERISTICS: Activity and specialty types.
2.2 ACTIVITY CHARACTERISTICS-SCHEDULE AND SECTION SIZE RANGES:

Schedule range codes - day or night classes, hours per meeting,
meetings per week, duration in weeks; section size range codes -
minimum. dusired. and mawimnm Rectlon sizes

2.3 ACTIVITY CHARACTERISTICS-RESOURCE COMBINATION
Resource combination codes, and three possible resources, types
and categories.

2.4 ACTIVITIES: Activity numbers, names, cost center node of affiliation,
specialty and activity type codes, success factors, credit values,
schedule and section size range codes, and resource combination
codes.

2.5 EXCEPTION ACTIVITIES: Similar to 2.4 except dealing with exception
activities. Schedule and section size range codes and resource
combination codes are not present. Day or night code, hours per
meeting, meetings per week, durations and section sizes (ninimum,
desired, maximum) are added.

2.6 EXCEPTION ACTIVITY RESOURCES: Exception activities, names, resource
requirements (types and categories), cost centers of affiliation,
functional codes, quantitites in proportion an day-night codes,
hours per meeting, meetings per week and durations for the resource
schedule.

3.0 PROGRAMS AND STUDENTS
3.1 PROGRAM CURRICULA AND ACTIVITY PARTICIPATION: Program nodes,

names, credit ranges (academic years), credits per credit ranges;
program curriculum codes and activity number codes and participation
rates that constitute each curricW,:m.

3.2 INITIAL DISTRIBUTION OF STUDENTS 1:,TO PROGRAMS: For each simulation
period there is the total number of new entrants with no academic
credit entering all programs, folloed by a breakdown by program
node and credit range (academic year) of the number of new
students entering without and with academic credit.

3.3 STUDENT TRANSITIONS: For each program node and academic year,

E-8
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Exhibit 6 (Cont.)

possible destinations (other program nodes and credit ranges)
and the transition rates; also a test if erwolment was updated
prior to simulation period.

3.4 STUDENT CREDIT LOAD: Student credit loads and percent of students
taking each credit load by program node and simulation period.

4.0 STAFF
4.1 ACADEMIC STAFF CHARACTERISTICS: Academic staff ranks, salaries,

staffing units, office space, and time profiles for al/ cost
centers ('COMMON'), and for particular cost centers ('EXCEPTIONS!).

4.2 ACADEMIC'STAFF ACTIVITY DUTIES: Activity type names and staffing
units credit per contact hour for all cost centers (1COM1ON')
and particular (EXCEPTION') cost centers.

4.3 ACADEMIC STAFF NON-ACTIVITY DUTIES: Non-teaching duties rank .
codea and names required, staffing units, functional bases and
quantities in proportion for all cost centers ('COMMON') and
for particular ('EXCEPTION') cost centers.

4.4 ACADEMIC STAFF INVENTORY, TRANSITIONS, AND FIRING CRITERIA:
Staff rank codes, names, initial inventory, transitions, hiring
criteria and per cent distribution by cost center node.

4.5 ACADEMIC STAFF OPTIMIZATION AND UPDATE POLICIES: General
staffing and optimization policies, and transition policy by
simulation period and by cost center.

4.6 ACADEMIC.SUPPORT STAFF: Support staff codes,.names, average
salary, contact hours available, and office apace.

4.7 NON-ACADEMIC STAFF: Non-academic staff type codes, names,
average salaries, office space, functional be%ses and quantities in
nrovortion hv cost centtr Tavel and node.

5.0 SPACE
5.1 AVAILABLE CLASSROOM SPACE BY COST CENTER: Classroom types avail-

able by size (stations) by cost center node.
5.2 AVAILABLE INSTRUCTIONAL LABORATORY SPACE BY COST CENTER: Instruc-

tional laboratory types available by size (stations), by cost

center nodes.
5.3 AVAILABLE INSTRUCTIONAL SPECIAL LABORATORY SPACE BY COST CENTER:

Special laboratory types available by size (stations) by cost
center nodes.

5.4 AVAILABLE COST CENTER SPACE BY SPACE CATEGORY: Space category
numbers and square feet and stations available, by cost center

node.
5.5 ROOM SIZES AND PLANNING FACTORS (SQUARE FEET PER STATION):

Station sizes for classrooms and instructional laboratories
with the type and number of each. Equipment size codes and
number of each size for instructional special laboratories.

5.6 CLASSROOM AND INSTRUCTIONAL LABORATORY CHARACTERISTICS BY TYPE:
Classroom and instructional laboratory inventory room type
codes, names, maintenance costs, and service characteristic codes.

5.7 INSTRUCTIONAL SPECIAL LABORATORY CHARACTERISTICS BY TYPE:
Inventory room type codes, numbers, names, maintenance costs
per square foot, service characteristic codes and equipment

size codes for instructional special laboratories.

.E-9
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6.0 SPACE
6.1 SERVICE SPACE CHARACTERISTICS By TYPE: InvenLory codes, names,

type numbers, maintenance cost per square foot and service
characteristic codes for service space.

6.2 COST CENTER TEACHING WEEKS AND SPACE UTILIZATIONS: Laboratory and

classroom teaching hours per week and utilization by cost center

level and node.
6.3 SERVICE CHARACTERISTIC CODES: Names and codes of service resources.

6.4 CONSTRUCTION AND MAINTENANCE COSTS BY SPACE CATEGORY: Inventory

space category numbers, codes, names, and costs per square foot

for construction end maintenance..
6.5 MISCELLANEOUS SPACE INPUT: Classroom manipulation required by

type and size. Instructional laboratory manipulation required by

type and size (both yes or no). Net/gross space percentage,

net to gross construction cost ($/sq. ft.), Office Maintenance

cost ($sq. ft.) and office service characteristic codes.

6.6 TEACHING SPACE CONTROL CENTERS: Cost center code and name, space

control center for classrooms, instructional laboratories and

special laboratories.

7.0 SERVICE DEPARTMENTS
7.1 SERVICE DEPARTMENTS: Service department codes, names, and cost

center nodes of affiliation.
7.2 SERVICE STAFF: Service staff codes, names, salaries, space

planning factors, functional bases, and quantities in proportion,

by service department.
7.3 SERVICE SPACE: Service space type codes, names, functiuual ba*0

and quantities in proportion, by service department.

7.4 SERVICE EQUIPMENT: Service equipment codes, names, operating

costs per unit, functional bases and quantities In proportion, by

service department.

8.0 REVENUE
8.1 CHARACTERISTICS OF REVENUE: Revenue types and sources and

functional bases; unrestricted or restricted.

8.2 REVENUE AT COST CENTERS: Revenue types, names, functional bases,

value (restricted or not) by cost center nodes and levels.

8.3 REVENUE AT PROGRAMS: Same as 8.2, except by erogram nodes

and levels.
8.4 REVENUE AT SERVICE DEPARTMENTS: $ame as 8.2 and 8.3, except by

service departments.

9.0 MISCELL RESOURCES
9.1 EQUIPMENT RESOURCE CHARACTERISTICS: Equipment type codes, names,

hours available per week and annual operating costs.

9.2 MISCELLANEOUS RESOURCE CHARACTERISTICS: Miscellaneous resource

type codes, names, and functional bases.

9.3 MISCELLANEOUS RESOURCES BY COST CENTER: Miscellaneous resource

type codes, names, and quantities in proportion by cost center

nodes and levels.

.E-10
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Cost Center Output Reports

Title and Contents

221

1.0 STUDENTS AND ENROLLEES
1.1 DIRECT ENROLLEE LOADS BY PROGRAM: A breakdown of student and

loads in programs affiliated to the cost center.
AND AGGREGATION OF ENROLLEE LOADS FROM LOWER LEVELS:
.gregate enrollee loaas from directly affiliated cost
and total accumulated enrollee load at the cost center.

2.0 STAmi
2.1 STAFF REPORT ON ACTIVITY CONTACT HOURS PER WEEK: Number and type

of contact hours required by activity.
2.2 AEADEMIC STAFF INVENTORY BY RANK: Shows the number of staff

before and after promotion and the number of staff hired to
meet requirements.

2.3 DETAILED BREAKDOWN OF DIRECT ACTIVITY AND NON-ACTIVITY LOAD
AMONGST AC2kDEMIC STAFF: Gives type of load, and the number
and cost of staff required to meet demand.

2.4 ACAPRMIC SUPPORT STAFF NON-ACADEMIC SUPPORT STAFF: States number
and ,ost of staff requirements.

9.5 SUMMARY STAFF REPORT: Gives staff requirements and costs for
cusu center.

3.0 EQUIPMENT
3.1 EQUIPMENT REPORT: Types and cost of equipment required for this

cost center.
3.2 SUMMARY OF EQUIPMENT OPERATING COSTS: Equipment costs aggregated

at this cost center.

4.0 SERVICE
4.1 SERVICE DEPARTMENT REPORT: One report for each service department

used by the cost center. Gives: number and cost of service
staff, space -2equired in square feet and cost, number and operating
cost of equipment.

4.2 COST CENTER SERVICE DEPARTMENT SUMMARY REPORT: Gives all service
departments used by the cost center.

5.0 SPACE
5.1 SPACE - NIGHT

5.1.1 CONTACT HOUR SUKMARY FOR NIGHT CLASSROOM ACTIVITIES: This
report shows the contact hours required for each size and
type of classroom by night activities.

5.1.2 CONTACT HOUR SUMMARY FOR NIGHT INSTRUCTIONAL LABORATORY
ACTIVITIES: This report shows the contact hours required
for instructional laboratories of each size and type by
night activities.

E -11
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5.1.3 CONTACT HOUR SUMMARY FOR NICHT INSTRUCTIONAL SPECIAL

LABORATORY ACTIVITIES: This report gives Cho contact
hours required by night aCtivities for instructional
special laboratories by each size and type of laboratory.

5.2 SPACE - DAY
5.2.1 ACTUAL SPACE REQUIRED FOR DAY CLASSROOM ACTIVITIES: This

report shows the actual space required for day classroom

activities.
-The activity number is the internal CAMPUS model code.

-The sections expected represents the number of sections

for that activity based on the enrolment and desired

section sizes.
-It also reports on the type of classroom required, the

number of classrooms of that type, and the size of class-

room required.
-The station occupancy represents the percentage of seats

occupied in the size of the room chosen when a section

of the size indicated is scheduled in that room.

-The nuMber of hours per week the rooms are required rep-

resents the total number of hours per week in that size and

lype of room for all sections for this particular activity.

-The nuMber of equivalent square feet represents the theoretical

amount of space required by that activity based on the

length of the teaching week at the institution and the

utilization of rooms experienced with the institution's

scheduling system.
-The actual square feet required by an activity

atter analyzing ail Lae requiremenub AUL bA.miiac L'yp aLIC,

size of classroom from all other activities. For example,

if no other activity required that type and size of class-

room, then the physical size of the room in square feet

would be charged completely to that activity.
-The,square foot difference is the equivalent square feet

subtracted from the actual square feet. Where this

difference is very mall the activity utilizes space

efficiently: i.e. many other activities require a similar

size and type of room during the week.

5.2.2 DAY CLASSROOM ACTIVITIES - CONTACT HOUR SUMMARY: This

report shows the contact hours required for each type and

size of classroom for day time activities requiring classroom

space.
5.2.3 DAY CLASSROOM ACTIVITIES - ROOMS REQUIRED: This report is

the number of classrooms required of each size and type.

1-The number of classrooms required is computed by dividing

the total contact hours by the length of a teaching week

in hours and multiplying by the reciprocal of the room

utilization of the institution.
5.2.4 DAY CLASSROOM ACTIVITIES - STATION OCCUPANCY: This ruport

shows the average station occupancy that would be experienced

by loading the particular section sizes of all day activities
requiring classroom space into each size and type of classroom.

5.2.5 DAY CLASSROOM ACTIVITIES - SQUARE FEET REQUIRED: This

report indicates the number of square feet of each type

and size of classroom required by the cost center.

-This figure is computed by multiplying the number of rooms

required of each type and size times the space pl-anning

factor in terms of the number of square feet per station.

E-12
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5.3 INSTRUCTIONAL LAB SPACE - DAY
5.3.1 ACTUAL SPACE REQUIRED FOR DAY INSTRUCTIONAL LABORATORY

ACTIVITIES: This report shows the space requirements for
day activities requiring instructional laboratory space.
-The description of each column on the report is the same
as that described for the identical report on day classroom

activities. The report number is 5.2.

5.3.2 DAN INSTRUCTIONAL LABORATORY ACTIVITIES - CONTACT HOUR
SUMMARY: This report gives the number of contact hours
required for each type and size of instructional laboratory
for day activities requiring this type of space.

5.3.3 DAY INSTRUCTIONAL LABORATORY ACTIVITIES - ROOMS REQUIRED:
This report shows the number of instructional laboratories
of each type and size required by this cost center for the
day activities it supports requiring this type of space.

5.3.4 DAY INSTRUCTIONAL LABORATORY ACTIVITIES - STATION OCCUPANCY:
This report shows the average station occupancy in instruc-
tional laboratories of each type and size for day time
activities that will be scheduled into this particular type

of space.
- The average station occupancy is computed by examining the
station occupancy for alithe individual activities requiring

different sizes and types of instructional laboratories.

5.3.5 DAY INSTRUCTIONAL LABORATORY ACTIVITIES - SQUARE FEET

REQUIRED: This report indicates the number of square feet
required for-each type and size of instructional laboratory
for the day time activities that this cost center supports.
- The number ot square teet required is computed trom the
number of rooms required multiplied by the number of
square feet per station required for each size and type of

laboratory.
5.4 SPECIAL LABORATORY SPACE - DAY

5.4.1 ACTUAL SPACE REQUIRED FOR DAY INSTRUCTIONAL SPECIAL
LABORATORY ACTIVITIES: This report shows the space
requirements for each activity requiring instructional special

laboratory space.
-A description of each column on the report can be found on

the description of the identical report used for day

activities requiring classroom space.
5.4.2 DAY SPECIAL LABORATORY ACTIVITIES - CONTACT HOUR SUMMARY:

This report shows the number of contact hours required for
each size and type of laboratory for all activities supported

by this cost center that require instnictional special
laboratory space.

5.4.3 DAY SPECIAL LABORATORY ACTIVITIES - ROOMS.REQUIRED: This

report shows the number of instructional special laboratories

required of each type and size.
-The number of rooms required is computed by dividing the
number of contact hours for each size and type of laboratory

by the length of the teaching week in hours and multiplying
by the reciprocal of ti. room utilization experienced
through the institution's scheduling system.

E -13
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5.4.4 DAY SPECIAL LABORATORY ACTIVITIES -STATION OCCUPANCY: This

report shows the average station occupancy expected for each

type and size of special laboratory.
5.4.5 DAY SPECIAL LABORATORY ACTIVITIES - SQUARE FEET REQUIRED:

This report shows the number of square feet required fc.,s

each type and size of instructional special laboratory.

-The total number of square feet of instructional special
naboratory space required by a cost center is computed
by adding all the elements of this matrix.

5.5 OFFICE SPACE REQUIREMENTS: This report indicates the number of

square feet of office space required by a cost center broken out by

each type of rank of staff.
-A subtotal is given for academic staff, academic support staff,

non-academic staff, and service department staff. These four

subtotals are added to get the total office space requirements

for the cost center.
-On the lower part of the report the office space requirements

for directly affiliated cost centers at all levels are shown

and added in to get the aggregate office space requirements for

this cost center.

6.0 SPACE
6.1 COST CENTER SPACE REQUIREMENTS

6.1.1 COST CENTER SPACE REQUIREMENTS: This report shows the

square foot requirements for classroom, instructional
laboratory, instructional special laboratory, office, and

service space.
-The maintenance cost for each category of space is also

reported in dollars.
- The total space requirements and maintenance budget for

the cost-center are shown.
6.1.2 COST CENTER SPACE REQUIREMENTS AND MAINTENANCE COST

SUMMARY: This report shows the space requirements and
maintenance cost for the particular cost center being

considered, and for directly affiliated cost centers.
- The aggregate requirements for cost centers up to and
including this particular cost center are shown.

-The total maintenance cost and the subtotal for each

affiliated cost center are rounded to the nearest thousand

dollars.
6.2 COST CENTER SPACE REQUIREMENTS

6.2.1 COST CENTER SPACE REQUIREMENTS BY SERVICE CODE
6.2.2 TOTAL SPACE REQUIREMENTS BY SERVICE CODE FOR ALL COST

CENTERS: This report shows the total space required by
a.cost center broken out by various services or utilities

that would have to be provided for the space.
-This information is assembled by examining the total
characteristic codes attached to each type of space.
-We can thus see the number of square feet and the percentage
.of the total square feet required that must be air-conditioned,
carpeted, have a heavy duty floor, etc.
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6.3 REQUIRED VERSUS AVAILABLE SPACE BY SPACE CATEGORY: Thla report

groups the total space requirements of a cost center into various

space categories and matches the Tequired space to that available

to that cost center.
-The maintenance cost is also given for each space category in

dollars.
-A square foot shortage or surplus is computedamd:printed when the

required space is compared to the available space.

6.4 SPACE MATCHING
6.4.1 SPACE MATCHING REPORT POR CLASSROOMS AND INSTRUCTIONAL

LABORATORIES: This report indicates the results of matching

requirements for classrooms and instructional laboratories

to the number of rooms available.

-The shortage or surplus of rooms for each type and size

of classroom and instructional laboratory is printed.

-Information is given on a report which indicates if a

classroom or laboratory manipulation is performed across

type or size of room. For example, a shortage of a

small size room could be fulfilled by an extra room of

some larger size. There would be a marked drop in station

occupancy, but this may be tolerated instead of building

.an extra small size room. However, currently these

manipulations are not programmed in the model.

6.4.2 SPACE MATCHING REPORT FOR INSTRUCTIONAL SPECIAL LABORATORIES:

This report shows the results of matching requirements for

instructional special laboratories to the available labor-

atories.
,7rF 1.R1 1741,17nriPs fnr eAch

size and type of laboratory is given.

-Because of the highly specialized nature of instructional

special laboratories, no manipulation by size or type

is performed.

6.5 SPACE CAPITAL COST REPORT: This report indicates the capital

required to construct any shortage of space.

-The space shortage in square feet is multiplied by a dollar

per tquare foot construction cost to give the capital required.

-The space shortage by space category is an accumulative array.

The space shortages are
accumulated over time if no construction

takes place during the particular session. The message at the

bottom of the report indicates that that policy has been simulated.

-The net to gross space Ls an added amount of :Tees reflecting

wall thickness, etc.

7.0 SUMMARY
7.1 DIRECT LOAD GENERATED BY ACTIVITIES (CONTACT HOURS): Resource

requirements of each activity in contact hours.

7.2 DIRECT LOAD GENERATED BY ACTIVITIES - SUMMARY (DOLLARS AND

SQ. FT.)
7.3 DIRECT LOAD GENERATED BY ACTIVITIES

7.3.1 DAY CLASSROOM ACTIVITIES SPACE REPORT

7.3.2 NIGHT CLASSROOM ACTIVITIES SrACE REPORT

p.3.3 DAY INSTRUCTIONAL LABORATORY
ACTIVITIES SPACE REPORT

E-15
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Exhibit 7 (Cont.)

7.3.4 NIGUT INSTRUCTIONAL LABORATORY ACTIVITIES SPACE REPORT
7.3.5 DAY SPECIAL LABORATORY ACTIVITIES SPACE REPORT
7.3.6 NIGHT SPECIAL LABORATORY ACTIVITIES SPACE REPORT: This

report is produced for day and night classroom, instructional
laboratory, and instructional special laboratory activities.
-The report is produced as each cost center is processed
and ehows the number of equivalent square feet required
for each activity supported by that cost center.

-The activity number is the internal CAMPUS model code.
-The enrolment is the number of students taking that
course.
-The desired section size is the number of students desired
in each section of that activity.

-The section sizes show the actual number of students In each
section of the activity.

-The number of the particular type and size of classroom
.required is shown.
-The station occupancy represents the percentage of stations
in the classroom that would be filled by the particular
section size.

-The hours per week that the rooms are required is the total
hours for all sections.
-The total square feet represents the number of square feet
required by this activity based on the current room
utilization and the length of the teaching week.

cutny orr=mIlm :=2=7: coz,1 bummary
of student loads, space requirements and operating costs for this
cost center.

7.5 SUMMARY OPERATING REPORT (AGGREGATE REPORT): as 7.4 with totals
including all affiliated cost centers.
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Exhibit 8

Overtime Reports

1.1 STUDENT AND ENROLLEE LOAD: Included in it are the arrays summed

over each period and averaged for the period, for a maximum of

ten periods. They are written out with values for the particulr

cost center, the cost centers affiliated to it, if any, and totals

where necessary.

1.2 STAFF COSTS: It indicates staff costs, a breakdown of academic staff

number and aggregate staff cost. Each of these sections are broken

down even further. Totals and subtotals are also included. This

report is written for each cost center requiring it.

1.3 SPACE REQUIREMENTS: Data is broken down into the space categories of

office, classroom, instructional laboratory, special laboratory and

service department with a total. This report is written out for any

cost center requiring it.

1.4 OPERATING COSTS: Included in this report are staff, equipment,

maintenance, miscellaneous, space and service costs. The actual

numbers are printed out with total staff cost, total equipment

cost as snlitn;a7st and total oneratine cosi. as the erand total.

In the same report. there is a section for total aggregate cost.

1.5 SUMMARY REPORT: This section summarizes datain_report 1.1 to

report 1.4 inclusive. It illustrates staff costs in some detail.

However only totals are given for equipment, miscellaneous, and

maintenance costs. The total aggregate cost is also included. The

space (in square feet) is shown in some detail: that is, shown

by space type category. The affiliated.students are also shown in

this teport as they appeared in report 1.1. The revenue is written

for each cost center requiring it. A section of indicators occurs

at the end of this report, including such itens as 'cost per

student ($)', 'space per student (sq. ft.)' etc.

E-17
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Exhibit 9

Project PRIME Reports

Project PRIME
Report No. Description Author

1.

2.

Test Implementation of CAMPUS (A Computer Based
Simulation Model) for Higher Education Adminis-
tration and Planning in Minnesota, March 1970.

An Introduction to Project PRIME and CAMPUS-
MINNESOTA, November 17, 1970.

Andrew, Cordes, Lorents

Cordes

3. Planning, Programming, and Budgeting Systems
in Higher Education: An Annotated Bibliography

Cordes

(in progress).

4. Planning, Programming, and audgeting Systems
in Education: Concept, Oper-ation, Status, and

a School of Business AdretrAtion Example,

May 1970 (Also availablcf .fr-2m Management

Cordes

Information Systers R15,:',:q; center as Research
Monograph No. 1).

5. Program Costing with CAMPUS-MINNESOTA: A Cordes

Philosophic Note, (in progress).

6. Analysis of Faculty Activities for Resource Lorents

Allocation Models, (in progress).

7. A Faculty Activity Information Subsystem and Lorents

CAMPUS-MINNESOTA, (in progress). .

-

8. Program Accounting with CAMPUS-MINNESOTA,
(in progress).

Davitt

9. A Curriculum Cost-Benefit Analysis, (in
progress).

Fisher

10. Resource Analysis Models in Higher Education: Cordes..

A Synthesis (in progress).

IL Converting CAMPUS V to CAMPUS-MINNESOTA Davitt

(in progress).

12. INPUT COMMAND: Draft Documentation Cordes

November 1970.

13. Applying Input/Output Analysis and the EL FYD Cordes

Model to Higher Education (in progress).

14. Mid-Year Progress Report, January 1971. Andrew, Cordes, Lorents

E-18
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Exhibit 10

Resource Information
for

1/
A Typical Program. Elemnt-

School Year
68/69 69/70 70/71 71/72 72/73

OPERATING COST
Staff

Academic (Professors, Assciate, Etc.)
Academic Support (Teaching Assistants, Etc.)
Non-Academic Support (Secretaries, Tutors)
Service (Civil Service Personnel)

Equipment Cost
Instructional Labs
Sperial Labs
Service Department

Maintenance
Office
Classroom
Instructional Labs
Special Labs
Service Department

Miscellaneous
Benefits
Travel
Conferences

Telephone
Recruitment
Computer Cost

Total Operating Cost

INVESTMENT COST
Equipment
Construction

SPACE
Classroom (By Type, Size, and Stations)
Instructional Labs (By Type, Size, and Stations)
Special Labs (By Type, Size and Stations)
Office (By Size)
Service Department (By Type and Size)

EQUIPMENT REQUIRED (No. by Type)

STAFF REQUIRED
Academic (By Rank)
Academic,Support (By Rank)
Non-Academic Support (By Rank)
Service Departm2nt (By Type)

l'Additional "backup" information would be avilable for all

resource categories. Categories primarily based on those

available from CAMPUS Simulation Model,

E-19

27343



E
x
h
i
b
i
t
 
I
I

C
A

PI
E

-P
II

M
O

T
A

 M
D

 A
 .U

N
IV

E
R

SH
Y

 1
N

FO
R

M
A

T
IO

N
SY

S1
E

1

I
N
P
U
T
 
S
U
B
S
Y
S
T
E
M

D
A
T
A
 
B
A
S
E
 
S
U
B
S
Y
S
T
E
M

A
N
A
L
Y
S
I
S
 
A
N
D
 
R
E
P
O
R
T
I
N
G
 
S
U
B
S
Y
S
T
E
M

r
1
.
0

S
T
U
D
E
N
T
 
D
A
T
A

2
.
0
 
F
A
C
I
L
I
T
I
E
S
 
a
n
d

E
Q
U
I
P
M
E
N
T
 
D
A
T
A

*
3
.
0

S
T
A
F
F
 
D
A
T
A

3
.
1

S
t
a
f
f
 
D
e
m
o
g
r
a
p
h
i
c
 
D
a
t
a

3
.
2

S
t
a
f
f
 
A
c
t
i
v
i
t
y
 
D
a
t
a

P
l
a
n
n
e
d

A
c
t
i
v
i
t
y

D
A
T
A
 
B
A
S
E

M
A
N
A
G
L
M
E
N
T

S
Y
S
T
E
M

A
c
t
u
a
l

A
c
t
i
v
i
t
y

(
E
s
t
.

P
e
r
i
o
d
i
c

S
a
m
p
l
i
n
g

D
a
t
a

d
j
u
s
t
m
e
n
t
s
 
a
n
d

C
o
r
r
e
c
t
i
o
n
s

3
.
3

S
t
a
f
f
 
I
n
v
e
n
t
o
r
y
 
D
a
t
a

4
.
0

C
U
R
R
I
C
U
L
U
M
 
D
A
T
A

5
.
0

F
I
N
A
N
C
I
A
L
 
D
A
T
A

1
.
0

S
T
U
D
E
N
T
 
D
A
T
A

2
.
0

F
A
C
I
L
I
T
I
E
S

a
n
d
 
E
Q
U
I
P
.
 
D
A
T
A

3
.
0

S
T
A
F
F
 
D
A
T
A

4
.
0

C
U
R
R
I
C
U
L
U
M

D
A
T
A

5
.
0

F
I
N
A
N
C
I
A
L

D
A
T
A

*
S
t
a
f
f
 
d
a
t
a
 
h
a
s
 
b
e
e
n

s
h
o
w
n
 
i
n
 
m
o
r
e
 
d
e
t
a
i
l
 
a
s

a
n
 
e
x
a
m
p
l
e

D
A
T
A
 
P
R
O
C
E
S
S
I
N
G

S
Y
S
T
E
M
S

E
-
2
0

P
l
a
n
n
i
n
g

a
n
d
 
A
n
a
l
y
s
i
s

R
e
p
o
r
t
i
n
g

O
p
e
r
a
t
i
o
n
a
l

R
e
p
o
r
t
i
n
g

A
C
L

1
1
-
1
7
-
7
0



Exhibit 12

Project PRIME Staff

DIRECTOR: Gary . Andrew

ASSOCIATE DIRECTORS: David C. Cordes
Alden C. Lorents

PROGRAM ANALYSTS:

231

Patrick Davitt
Milton S. Fisher
Edward Ilwa-og

Raymond rinson
Charles Rogers (Left Project)

PROJECT CONSULTANTS: Nilliam.Harman
David Sommer

SECRETARY: Mary Wenker

E-21 Revised 1/21/71
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RANDOM SIGNAL GENERATOR

Self contained device with batteries.

Size: 4 1/2" x 2 1/2" x 1 1/4"

Weight: 10 oz.

Mean time adjustable between 2 and 30 minutes. Delivers a steady

"beep" until the reset button is pushed. This is a reliable and
well built device, but it is too heavy for shirt pocket use. It

also uses about $3.00 worth of batteries per week. Purchase price

is $235.00.

Distributer:
Meylan Stopwatch Corp.
264 West 40th Street
New York, New York 10018

RAM-1

Self contained device with batteries.

Size: 2" x 21/2" x 3/4"

Weight: 3 oz. plus 1 oz. speaker.

Mean time adjustable to interval desired. Delivers a ten second
beep and automatically shuts off. The device is small enough to
carry in one's pocket. The battery lasts for 1.5 years. Purchase

price is $60.00.

Distributer:
Electronic Ideas, Inc.
Reading R.R. Terminal
Wyncote, Pennsylvania 19095

242
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MEMO TIMER

Small key chain device that is mechanical. This device can be
set for any time up to 120 minutes.

Distributer:
Endura Time Corporation
L. Harris Company
450 West 33rd Street
New York, New York 10001

PAGEMASTER SYSTEM

The pagemaster units come in tone only or tone and voice. Gen-
erally, these systems operate through a leasing arrangement
with companies like "Pageboy". The units rent for $24.00 per
month which includes unlimited calls 24 hours per day. The

units sell for $325. A complete system of twenty units with a
base station would cost about $8500. A license is required to
operate the station.

ouppitcf ui 61 icc bytefels

1. Motorola Communications and Electronics
4501 Augusta Blvd.
Chicago, Illinois 60651

2. E. F. Johnson and Company
Waseca, Minnesota

243
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FACULTY ACTIVITY MALYSIS

ACTIVITY SELF SAPLIZ PARTICIPATIgi QUESTINIAIPE

All faculty (including T.A./s and R.A./s) will be asked at the end of

Winter Quarter to estimate the time they spent during the quarter by category

of activity. (Total hours for the Quarter in each category.)

In addition, selected members of full time faculty will be asked to

cooperate in an activity self-sampling study. The sampling will be 8 to

10 observations per day, triggered by a small random alarm device that

can be conveniently carried. The faculty member will be asked to make

a hash mark on a card corresponding to the activity that he was engaged in

at the time of the alarm.

In return the faculty member will receive (1) a summary of how he

distributed his time and (2) a summary of how the aggregate faculty

distributed their time across the various activities.

There will be no individual identification of data except to track

down missing data and to gel individual data back to the faculty member.

The cross reference of number to name will be available only to one project

member and a clerical assistant.

The following information is needed now in order ft; complete the

statistical design of the data collection.

Name

I
would be willing to sample my activity over a period of:

12 weeks

ED6 weeks

0 3 weeks

1 do not wish to sample my activity.

24 5
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PROJECT PRIME

FACULTY ACTIVITY ANALYSIS

DATA COLLECTION

General Instructions

1. Estimate the TOTAL HOURS you spent in each category for the period indicated. (Do not use fractions) They- are
12 weeks in the period so the total hours for all activities should .be in the range of 300 to 800 hours. When a
significant amount of time has been spy specific activity, please list this activity and the estimated hours
separetely. Reference filled out sample f s

2.
4

teacning assistants show(' mi Ut oruy .1

3. The entire set of instructions and examples sht,..

4. Please list specific activities under the appropriate catego..
been listed where they were previously known. Please make

co P
-eding to fill out your form.

the specific activities should have already
addtt. .cletions, or corrections.

S. Please complete the form within 2 days and return it to your departmental secretaries. Do not put your name on it.

There will be no individual identification of data.

6. lfthere are any questions please call Alden Lorents 221-6872.

24.6



PROJECT PRIME

FACULTY ACTIVITY ANALYSIS
DATA COLLECTION FORM

NUMBER
FILL IN APPROPRIATF. WITH THE TOTAL IIOURS FOR THE PERIOD.

238

PERIOD JANI Lt.= PICC a

1.1 INSTRUCT/ON COURSE RELATED
CourEe Number Course number as listed in the bulletin.
Number of StudentsNumber of Students in the Class

UvelIgnore
Ext.-. Put an "E" in the cell if thz course is an extension course. (Part I, EMBA is Ext.,Part II is not)
Times Taught Previously Indicate the number of times you have previously taught the course.
Classroom Contact /.11 hours spent in the classroom during scheduled hours. Additional regularly scheduled labs,
hdp sessions, etc. arc to be included. A 45 minute perrod is considered an hour.
Evaluation All hours spent on the course in grading papers, exams, and determining grades. In general it is all
evaluation work that is variable with the number of students.
Other Contact Contact hours spent with students related to the course outside of scheduled class or lab times.
(Student program advising and other non.instruction related activities should be recorded in "Student Support
Services", section 6.0)
Preparation Number of hours spent in preparing course materials, lectures, readings, tests, etc. In general this
covers all activities related to course outside the classroom that are nonvariable with the number of students.
This also includes preparation for courses to bc taught in future quarters, as well as minor curriculum development.
It also includes all other miscellaneous activity pertaining to the course that can't be classified in the above
categories.
Totaia Total hours across for ePeh line.

TIMES

NUMBER
NO. IJr
STUDENTS U LWE EXT TAUCI IT

TREV
CLASS
CONTACT

.--,.--
UATION

UTHER
CONTACT

ntra. -
ARA TION TOTAL

_1720 (1
9

q 2- 2 .-LS. 15 1 o Lis 75
..-27st E. 7 -7..:g S I 2 LL c

i'...

-;

IV p Z e

TOTAL J
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I .2 INSTRUCTION sTuo; NT RIILATFD R I:SFA RCI I AND 01111.R INCTR tCFIOJ

Hos catce,ory includes an tun,: sp...nt on di,:.20.,:tos; ;Ind tht-,0; Ppm A .nii! Pl.: It p.ipcis. and Ph 11. and

M.isters ex.uns. It also includes all oilier consul; ice with stode:its a.:1 subject rr.attels other than consulting related

to a course piesently being taught by you. (I'ait I Lxtccsion. Part II is not)

----
I AI, ". .
TM' 3t1 .

MI,LM:l ,I..
TOTAL

l'<1! rc.!',Allt, VI I. S
/ 0

0
MASTFRS

4 t/
P L

PH.D.
4-

TOTAL .:7-.0

2.0 RESEARCH AND SCHOLARLY ACTIVITY
This category includes all research, creative and scholarly activity done primarily with no students. Included are

writing (published or unpublished), 'research projects (proposal work, research work, results dissemenation), and

works of art. Separate University funded and departmental activity (DEPARTMENT) from externally funded

projects (SPONSORED). MI activity in this category not snecifically funded is to be classified as department
1\141737 Ail ne.e:,:rg riss;r1 n.,t;; rr10 1,1 , irt:eIrt

. .

directly to activities in this category should be included as a part of the activity.

SPONSORED I DEPAR TM EN1

Q. ,..4 ., p vs.. CA' Ce '''''' I____ E::: i

7 af 1.,, \NA 0 b C-:. 1 e Z... qr G. H 4.g. T17-:

3
---72---,-t: W.. " S--i D:ov..c--i=c,t, -T 0 rn-is "

s4Alp
e

TOTAL L b
1

5-g

24E
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3.0 PUBLIC RELATIONS AND SERVICE
This category includes !ill a,:tivities related to consulting. :Teaking engagements, Feu oiling students, and offices in
profesional organi/atiims. Do pot inchide civic, private and clinrch organizations unless you arc specifically
representing the college or un:vcisity. Put paid ar.d unpaid consulting on separate lines. Unpaid includes comulting
donc for a nominal fee. NOTE: &II miseebncous activity (suc.h as clerical activity. reading mail, and transit time)
pertaining directly to activities in this ,7.atcgoty should be included as a part of the activity.

PAID UNPAID

5 v.. --i- ._. t- G.,

T RA--,--;.-_--, t. 0 C1\ ç C_ \-\ p, 9 -: -t.: P IAA i to

4; 9 1. P (.; -_' NI- 1:3 P PI A =3 6

.
/3 z

TOTAL

4.0 DEPARTMENTAL SERVICES
This category includes all administrative duties related to departmental services. Included are department meetings,
department committee :iments, major curriculum development, recruiting faculty, and all correspondence.
reading, phone conversatioqs, and clerical work regarding departmental activities.

TOTAL TOTAL

7--)S:l. C. k\ 1V.A. re- IA A 2 6
i 0a r'A G s

\)CT F*R.DE,?_iAryl
V-.._.-. __. p.-,,-?_c. NA. C.C-vr,

-).. o

ass,
_..... .

4 I,8 4 I_
I 14 z 4-

TOTAL ,._i_ILV__

249
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5.0 STI!DENT StlIsl'ORT SERVICES
This category includes an seivices related to advising student programs and activities, directing stitdent
performances, and all other services for the student such as letters of recommendation, etc. NOTE: An
miscellaneous activity (such as eleti.:al activity, readior, mail, and traroit time) pertainn.g d.r.A.Ily to activities in
this category should be included as a part of the activity.

Ilx.ruNSION RFGULAR

TOTA1. TOTAL

1 t.r.. T:, (":::i.'47 --i' R_ 0 c, R._,A (NAS 5. I bI

0.-It . S=3--R_- IS
1- --c -,:-.:_, 1--,, -_-E Q, e, .:.; .---rl t1/4. V) E.; *-1 0 'C?.(.2,4V..1. 4274V-rf n 1., teEF.TIA CI S

c; _-_.ts NI:- T2-1-\ 1_ -"7- -1-_)-_r_s c 'Ass:I:DO )2_

__... -.....-- mr ,
%P44

[..........-.--.- e
. __

TOTAL 1 S 142_

iNicl-rrri-rirro A i

This category includes all services provided for administrative activities beyond the department level. Included are
committee work, meetings, and all correspondence, reading, phone conversations, and clerical work related to
School of Business Administration or University activities.

TOTAL TOTAL

L.- C IN1. P-f-\ Ge EL02, o,a.f,)Gc;orr,wva:.-r--vr-r
M

1.- A '..-

9 4\ Z k a. ts.1 G CZ M AYV-.1.--C -1_ ..1-7. _z--...

A C k)- 1-7-C \ ANA C-- "C"-LIL-1-:-,

-D.--i--;?----.C- ..T 7-) P--- C-1X-1 \NIN \-t -7. i'.. C'-v--i.--",- E i-. --S ---6 4; 1 S

TOTAL g

'1 2'5 0
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7.0 PROFESSIONAL DINILOPMENT
This category includes all activiti,n rotatcd to professi(mal re:iding (nonscitic to a in esevt course). seminars.

workshops. confeiviices. convention (Offices held :7,
classified under Pohlic Service), taking courses, and

attending faculty discus%ions and semi:,ais. NOTE: Ag my.colianeous activity (uch as clerical activity, reading mail,

and transit time) pertaining directly to activities in this catqory should tic included as a part of the activity.

TO1 AL 1

A--c--:- 6 R e -D s
1-i') 3:Y1...:; c lk5, .5 b 0 -5.

I

61 A.2 If
.

A

'4 4,

TOTAL

FINAL TOTAL nouns

.10251
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1.0

246

Categorize the following activities as you would havo if you had encountered

them while you were SAMPLMG. Place the category number beside the activity.
The categories and their numbers are listed below.

1.1 Discussing with a Ph.D. student the pros and cons of accepting

a teaching position at "X" institution.

1.2 Assisting a student with a'term paper he is writing for a

course you are presently teaching.

1.3 Discussing with a student his registration for next quarter.

1.4 Preparing questions for a Ph.D. oral exam.

1.5 Riding on the elevator on your way to an CBA faculty meeting.

1.6 Talking in the hallway -hi another professor:
1. About yesterday's hockey game.
2. About the St. Paul move.
3. About problems with a particular course you are teaching.

4. About a current research project you are engaged in.

1.7 Grading papers for a current course.

1.8 Talking to a student from the College of Education on a term paper
he has in an education course.

1.10 Writing a

1.11 Traveling

1.12 Attending

^

text book.

to Chicago to give a talk at the AMA convention.

the DPMA convention in Toronto.

1.13 Having lunch with a prospective candidate for a position at the

Business School.

1.14 Advising a student on a Ph.D. dissertation topic,

1.15 Directing a funded research project.

1.16 Traveling to school from home for class in the morning.

1.17 Traveling to San Fransisco on a consulting assignment.

10 Classroom Contact 30 Public Relations and Service

12 Evaluation 40 Departmental Services

14 Other Contact 50 Student Support Services

16 Preparation 60 Institutional Services

18 Student Related Research/ 70 Professional Development
Other Instruction 80 Personal Time (Work)

20 Research and Scholarly Activity 90 Personal Time (Other)

29'7
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2.0 What problems did you have using the random signaler device. Place an X

in the appropriate box for each item. List additional items as necessary.

No Some Extreme

Problems Problems Problems

2 3

ii
f1

2 3

2 3

2 13

2 13

2 13

_12 1,

12 13

1 12

2.1 Bulky to carry.

2.2 Hard to hear.

2.3 Disturbing to you.

2.4 Forget to carry it.

2.5 Time consuming.

2.6 Disturbing to others.

2.7 Device reliability.

2.8

2.9

3
2.10

Other (List)

3.0 Which categories gave you the most difficulty to undercland and use.

No Some Extreme

Problems Problems Problems

2 3

12

12 13 _I
3 I2

2

12

3

13

3.1 Classroom Contact

3.2 Evaluation

3.3 Other Contact

3.4 Preparation

3.5 Student Related Research/Other Instruction

3.6 Research and Scnolarly Activity

3.7 Public Relations and Service

25C



No Some Extreme
Problems Problems Problems

Fr--- 12 13 1

12 13

ii 12 13

1 2

13 _1

248

3.8 Departmental Services

3.9 Student Support Services

3.10 Institutional Services

3.11 Professional Development

3.12 Personal Time (Work)

3.13 Personal Time (Other)

A n Dinners mp.i,n ^-72n4: 1=-1=17..;

helpful to consider in future studies.

4 .
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SLCTIO4 11

For all questions in this section assume that a system were set up to record

the time spent by faculty members on different activities. The system will

be used by department heath, and by individual faculty members to assist the

planning process regarding activity allocation and loading.

1.0 Indicate on the scale with an X your REACTIOA toward using each of the

following methods to collect input for the system. ASSUME THAT DATA

IS COLLECTED BY THIS MLTHOD EACH QUARTER FROM EVERY FACULTY MEMBER.

Strong Strong

Dislike Indifferent Preference

rciI2 -1-3-1-14 15

1 3 14 1 5 1

b. 12 F 4 5

1.1 Daily estimates

1.2 Weekly estimates

1.3 Quarterly estimates

1.4 Combination of sampling (using random
beepers*) and estimating (logging).

2.0 Same as 1.0 above except: ASSUnE THAT IHPUT BY THIS METHOD IS COLLECTED

OUE QUARTER OUT OF EVERY SLA OH menidil QUARTERS.

Strong
Dislike

fi 12 13

Strong
Indifferent Preference

4 15 1

13,2 3 14 Is

11 12 13 14 15

2.1 Daily estimates

2.2 Weekly estimates

2.3 Quarterly estimates

2.4 Combination of sampling (using random
beepers*) and estimating (logging).

3.0 Indicate on the scale with an X your opinion regardiny the usefulness of

this data for each of the following items.

Useless Useful

Very
Useful

3.1 Departmental planning and allocation of
faculty effort.

1 12
3.2 Planning by the individual faculty

3 4 5 member of his own time.

*Assume that the beeper is the size of a wrist watch, and that it can be worn like one.

2:58
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4.0 How much time PER QUARTER do you feel would be WORTH spending PER FACULTY
MEMUER in accounting for how he distributes his time.
of your choice.

Place al X in front

4.1 Zero Hours 4.4 3 - 6 Hours

4.2 0 - 1 Hours 4.5 6 - 12 Hours

4.3 1 - 3 Hours 4.6 More than 12 Hours

5.0 Assume you were to carry the device 1 quarter out of every six. What would

be a reasonable length of time to carry the device during the quarter.

5.1 Zero Weeks 5.5 7 - 8 Weeks

5.2 1 - 2 Weeks 5.6 9 - 10 Weeks

5.3 3 - 4 Weeks 5.7 10 - 12 Weeks

5.4 5 - 6 Weeks

6.0 Which would you prefer?

Sample 10 point; per day over 20 days.

Sample 5 points per day over 40 days.

7.0 What seems to be an optimum number of sample points per eight hour period?

2 10

4 12

6 14

a 16

259
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GENERAL DESCRIPTION

A university information system should be designed to serve both

the transactlon processing needs and the information needs of

management. The chart in Figure D-1 on the following page illus-

trates the general flow of a system to serving both the trans-

action data systems and the planning systems.

The input of faculty data has been emphasized in this chart to

coincide with the emphasis in this paper. A program could be

developed to interface the data base that is routinely maintained

by the transaction processing system with the CAMPUS planning

model. The following sections describe a sample data base and

how it could be used to generate the staff input parameters to

rAMPHS

FILE PROCESSING

All files have been structured for direct access processing. His-

tory files can be stored on tape and read to disk when needed for

processing. The structure of the files will depend or the hardward

configuration available.

The instructor and activity files have been set up with direct

addressing. This means the instructor number is the same as the

address where it is stored on disk or some multiple of it. The

same is true of the activity file. All the history files are

trailer files to the activity and instructor files. They are

stored in sequence by activity number or instructor number for a

specific period such as a quarter or a semester. Consequently, if

2F,1
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one is interested in analyzing the activities for a particular

period, the file for that period is scanned. Through the use of

home pointers each history file can be tied to the header infor-

mation in the parent file. If one is interested in processing

information by instructor or by activity, the master files con-

taining this data are scanned, and the history for each master is

obtained by traversing the history chain on each master.

CREATING STAFF 01 AND XSTAFF 01

STAFF 01 would be generated through the use of a master skeleton

file that would contain rank code, rank.name, weekly staffing

units and office space. Average salary would be obtained by

scanning the current quarter history file on instructor.

CREATING STAFF 02 AND XSTAFF 02

The activity history file would be scanned to obtain the number

of hours required on the average to teach an activity by type and

by department. This information can be used to generate the

credit per contact hour used on the STAFF 02 inputs.

CREATING STAFF 03 AND XSTAFF 03

The non-teaching activity history file would be scanned to obtain

summary data on the average hours spent per week by type of non-

teaching activity. Factors for administration could be generated by

making adjustmeats for the amount of staff assigned specifically to

adminisZ.rative tasks by scanning the instructor file for assignments.
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CREATING XSTAFF 04

This input would be generated by obtaining the initial inventory

from the instructor file. The hiring code, transition criteria

and rank distribution would be maintained on a skeleton file

which can be easily changed.

CREATING XSTAFF 05

The XSTAFF 05 input to the model would come completely from a

skeleton file that would be changed only when one wanted to

change staffing optimization policy.

:2 R14
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MASTER FILES

Instructor File (Direct on Instructor Number)

Instructor Number
Name
Social Security Number
Specialty Type (Hegis Code)
Department or Budget Number (May have multiple occurances)
Percent Assigned (May have multiple occurances)
Demographic Data (WICHE Data Elements)
Rank and Tenure History
History Chain
Department Chain
Alpha Chain

Instructor Activity History (Stored by Period in Instructor Sequence)

Salary
Activity Pointer (15)
Home Pointer (Instructor Number)
Next History Pointer

Activity (Direct on Activity Number)

Activity Number
Activity Name
Department Number
Department Name
HEGIS Code
Level of the Course
Specialty type required
Resource Requirement
Credits
Contact Hours
Section Size Characteristics
Schedule Chain
History Chain
Department Chain

Activity History File (Stored by Period in Activity Sequence)

Sections
Students
Instructor Number
Other Contact Hours
Preparation Hours
Evaluation Hours
Home Pointer (Activity Number)
Next History Pointer

Zrc5
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Non-Teaching Activity File (Direct on Activity Number)

Activity Number
Activity Name
Non-teaching Activity Code
Next History Pointer

Non-Teaching Activity History (Stored in Activity Sequence by Quarter)

Instructor Number
Hours
Budget Number
Output Measures

Number of Addresses
Number of Reports
Number of Papers
Article Pages
Book Pages

Home Pointer (Activity Number)
Next History Pointer

Schedule File (Stored in Activity Sequence by Quarter)

Section
Day, Hour, Room (May have multiple occurances)
Instructor Number (May have multiple occurances)

Student File (Index Sequential)

Student ID Number
Demographic Data
History Chain
Alpha Chain

Student History File (Stored by Period in Sequence by Student ID)

Activity Number
Grade
Home Pointer
Next History rointer



APPENDIX E

EWA VkUbKAM ULSLROTiON

258

267



259

Project PRItiF
Faculty Activity Analysis

- Edit Program

The edit program was set up as a series of small routines. The

first section of the program read in ;-)arameter cards to set up the

category numbers and the summary control limits. The category

numbers are used to check the numbers that are keypunched to make

sure they are legal numbers. The summary cohtrel limits specify the

specific category numbers to be added together to obtain summaries

on major categories.

The chart in Figure E-1 defines the general set of subroutines in

the program. Figure E-2 contains the formats for the input cards.

Process control controls the reading of cards and the s.alactioh of

4.1m,

summarize individual totals.

Each of the other routines can be called and used by any of the

routines as appropriate.

The error routine is one of the most imprwtant functions of the

program. While processing any card, any errors detected are stored

unti) the next card is rea.4. The errors are then formatted anj

printed. The error messages possible are:

1. No Card 1 or Vo Card 5.
2. No Card 2.
3. Incorrect Category Number.
4. Incorrect Point Number 1-15.
5. Time Error - Non Ascending.
6. No Category for Point.
7. Incorrect Category Number.
8. Possible Error - Large Logged Hours.
9. Bad Data Format.

10. Bad Time.

The end routine prints out grand totals and overall summaries.

2e43'
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How ParOom Time Sampling Works*

The chart in figure F-1 is a helpful diagram to illustrate the

principle of time sampling. The first line represents some time

interval T. The second line shows the same time interval, but

with the duration of activity A added. The third line shows

the time interval T broken up into M instants of time. Line

four shows that M
A

of the M instants are during activity A.

Line five is a random sample of m instants drawn from the M

possible instants. Line six shows that out of the m instants

m
A

instants are associated with activity A. The population value

of the proportion of time P associated with activity A is

TA
P

The expected value of the proportion derived from enumerable

Luc 7.3amc Luc pluputuluu ucti'vcC; 7ium Lisc LuilL.IuuuLAS

time variable.

MA = TA
M T

Durations are equated to instants. An unbiased estimate of P

is obtained by drawing at random m instants from all M instants.

The proportion

mA
P =

is unbiased in the sense that its expected value is

A _ P .

M
Therefore

rnA MA TA p
m M = T .

A numerical example will help to illustrate the previous formulas.

*Nansen, 1960: 2101_
72
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FIGURE F-1
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discrete
variable
instants
of time with
acUvity A

1 4 rn
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Suppose there are 60 faculty who work on the average 54 hours

per week. Over a 12 week quarter this would accumulate to 2,332,800

faculty minutes [60(60 x 54 x 12)]. Now assume that a chip is pre-

pared for each of these faculty minutes indicating the presence

of an activity. The chips are thoroughly mixed and 5000 are drawn

at random. Out of the 5000 chips, 500 are research and 4500 are

some other activity. The characteristics of the binomial distri-

bution can be applied to this problem.

1.

2.

3.

500
P = -570 = .10

.00425

.1085

S /.10
P

p±2(Sp)

x(1-.10)
5000 .

= .10±.0085

.0915 to

The first equation shows that the proportivi of time spent on

tc.)uctfi.:6 is .13 vi Leri ii,e ,tuii.i equatjun iierived

standard deviation. The third equation uses the standard deviation

to set up the 95 per cent confidence interval around the mean. The

mean hours per week spent on research is 5.4 (.10 x 54). The 95

per cent confidence interval is 5.4 ± .46 (.0085 x 54) or 4.94 to

5.86.
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FACULTY LOAD FORMULA STUDIES

.IAUC iTUDY: Hauck sets up the following formula to measure time

spullt on course work.

T =T +NT +NT
p c c s s

where

T = Time spent in preparation

Tc = Time spent in calss

T
s
= Time spent in instruction outside of ,:lass

N
c

= Number of sections

Ns = Number of studerts [Hauck, 1969: 117]

Questionnaires, log data, sampling and conferences can be used by

the faculty to develop Tp, Tc, and T. Tc is usually equal to the

credit hours of thL course. T + N
s
T is usually equal to twice
s

thic amount. Based on a study Hauck did at Tri-State College, the

following mean time parameters were developed.

T = 1.53 per credit hour per week

T
c
= 1.00 per credit hour per week

T
s

= .10 per credit hour per week

Consequently, a three credit course with 50 students would be

T = (Tp + TcNe + TsSs)*3

= (1.53 + 1.0(1) +.10(50))*3

= 22.59 Hours per week

If one were teaching 3 courses of 35 students each and had an

average of 8.4 hours per week in extra activities, a faculty

member's time would average about 63 hours per week. The value

for Ts is a sensitive variable and appears to be rather high. Ts

will generally decrease as Ns increases, and it will also vary with

the particular course. Since Ts reprecents the coefficient applied

276
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to the variable "students", it should incllde grading time as

well as instruction outside of class.

HILL STUDY: An approach toward equivalent measures is reported

by W11. He introduces the equivalenc student credit hour (ESCH).

ESCH = L + 1.85U + 4.0G + 2m + 12M

where

L = lower division credit hours taught
U = upper division credit hours taught
G = graduate student credit hours taught
m = number of undergraduate majors
M = number of graduate majors [Hill, 1969: 92]

This formula uses lower division credit hours as the base (i.e., 1

credit hour = 1.0). It gives extra weight to upperdivision credits,

graduate credits, and to the number of majors at the undergradute

and graduate levels. Time in hnurs can be generated by multiplying

ESCH by the number of hours it takes to produce one undergraduate

credit. This formula assumes that class sizes do not change much

within level. Hill indicates that this formula is useful for watching

changes in load over time within a department as well as comparing

departments with equivalent mixes. It is also useful for coming up

with equivalent student teacher ratios as opposed to just student

teacher ratios.

BANKS STUDY: Banks in a study for his master's thesis at Alabama

sets up the following formula.

Total load =H+ Ey1 + Ey2 + NTT + tNt + CNd +A+D+S+ I

where

H = Contact Hours

ty .= Total course preparation time
1

227
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Iy2 = Total grading time

TN
T

= Time factor * Number of Active Thesis

tN Time factor * Number of Inactive Thesis

CN
a

= Time factor * Number of Committee Appointments

A = Administration

0 = Pe..-sonal Development

S = Student Counseling

= Personal Delay [Banks, 1963: 23]

Course preparation (y1) end grading time (y2) is hroken down further

as a function of the following:

1. Course content
a) percent of course pertaining to philosophy
b) percent of course pertaining to theory
c) percent of course pertaining to design
d) percent of course pertaining to problems

2. Contact hours
3. Semesters of experience
4 Nlorralpr Of c;;;Orantt Pnenllad

Banks summarizes 4,.;1? .1terntives for evaluating and measuring

faculty load.

1. Use semester credit hours as a b7.,se (i.e., 12
semester hours). Undergraduate is weighted 1.0,
labs, .5 and graduate 2.0. No credit is given
for other activities.

2. Use the 12 hour base, but base credits on the
study of accredited engineering schook Under-
graduate is weighted 1.0, graduate 1.125, labs,
.67, thesis supervision ,7b per thesis and some
allowance for personal development.

3. Use the full regression equation base on coeffic-
ients derived through a sample taken at the school.
Based on a sample taken at the University of
Alabama, School of Engineering, the following
values were used.

Committees
Active thess supervision
Inactive thesis supervision
General administration
Personal counseling
Student counseling
Personal activity

2743

7 hours/week/appointment
1.39 hours/week/thesis
.55 hours/week/thesis

3.52 hours/week
3.15 hours/week
3.80 hours/week
2.81 hours/week
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Using these parameters along with the regression coefficients

used to develop preparation time and grading time, the average

work week in his study was 54.39 hours.

POWELL STUDY: Powell in his study for his masters degree at Virginia

Polytechnic Institute experimented with formulas similar to Banks.

He studied the effects of various independent variables on load such

as (a) changes in undergraduate enrollment, (b) changes in graduate

enrollment, (c) changes in extension participation by faculty members

and (d) changes in sponsered research undertaken by faculty members.

Powell's faculty workload algorithmis based on the following variables.

I Courses including first section of a course with
X or less students that is taught by a faculty
member.

2. Courses including first section of a course with

X + 1 or more students that is taught by a faculty

mnmknr.
3. Second and succeeding sections of multiple section

courses.
4. Laboratory courses run by a faculty member.
5. Advising undergraduate or graduate students.
6. Advising professional or honorary organizatiois.
7. Directing master's thesis.
8. Directing doctoral dissertations.
9. Committee on special assignments.

10. Administrative tasks.
11. Research and extension projects [Powell, 1967: 15]

HENLE STUDY: Henle's work "Systems for Measuring and Reporting the

Resources and Activities of Colleges and Universities" develops an

extensive formula that takes into consideration his corcepts refer-

enced earlier in this chapter pertaining to joint activities. Henle

sets up four formulas for different functions.

2 9
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1. For teaching, including educational administration
and Intra-University Activities.

K = C 4. Ew-c. +
r

n

I
T

= KT

2. For research and creative activity including their
administration.

I
R
=L+P+C+ A

3. For teaching Research, Teaching through Creative
Activity, and thesis direction.

I =1.4, N
T-R r4.

4. For Public Service

I
s
= S

The individual's activities ihdex is

I
T 1T-R ." is

The definitions of the symbols follow.

c = number of contact hours per week in class, laboratory,
or design plus formal consultation periods

c. = number of contact hours per week in class, excluding
laboratory or design for which separate preparation
is needed

w. = weight factor to represent preparation for different
1 level classes, obtained from institutional data

k = number of different subjects requiring preparation

n = total number of students in class, laboratory or
design

wn = weight factor obtained by averaging the Wj for dif-
ferent level classes or proportional thereto

N = total number of students in Teachiiig-Research or
being taught through Creative Activity in Art and
Scholarship, and whose theses are being directed

2.8.0
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w
N
= weight factor for eocn student included in N: it

may be obtained by averaging the wi above, by
sampling the faculty, or from institutional
data, being proportional thereto

L = number of hours per week spent in laboratory,
library, or studio on Research or Creative
Activity in Art and Scholarship

P = number of hours per week spent in writing papers,
proposals, or reports

C = number of hours per week spent in consultation
with sponsors or authorities in the area of
Research or of Creative Activity in Art and
Scholarship

A = number of hours per week spent in administration
of Researr:h or of Creative Activity in Art and

Scholarship

S = number of hours per week spent in Public Service

= total percent of time (or effort) spent on Teaching,
Administration (excluding Research) and Intra-University
Activities

. .

ptrceii%, ul t IIUt tOf v:itut LJ JII un ictunirly

IT
= index for Teaching

I
T-R

= index for Teaching-Research and Teaching through
Creative Activity in Art and Scholarship

IR = index for Research and Creative Activity in Art

and Scholarship

I = index for Public Service

I = faculty member's activity index. [Henie, 1967:

295-6]

MILLER STUDY: Another extensive study on formulas was done by Kermitt

Miller as part of his Ph.D. dissertation at the University of Mississi-

ppi. Miller sets up a rationale for measuring faculty load which not

only includes a factor for time, but also includes factors for

responsibility and ability. He suggests a measuring system which

consists of two measures, one of time and the other a mean of the

2 fri
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weights assigned to the factors "responsibility" and "ability".

He calls this mean the "X" measure. The product of these two

measures (Time and "X") is used as an index number to measure the

amount of load derived from a specific component. Miller defines

the weights as follows:

The weights assigned the ability factor and the
responsibility factor are both 1.0 for the tasks

involved in producing a lower division class credit

hour. Therefore, other components are assigned values

greater than, less than, or equal to 1.0 For the factor

according to how the responsibility invol.!ed and

ability required for the component is judged to compare

with that for producing a lower division class credit

hour. The time measure is based on the number of

hours per week during a semester that a faculty member

would be expected to spend in performing the tasks

related to a component.

Miller's work load formula is:

where

L. 4- IX.. . T..
1 lj 13

j=1

j = a specific application of the formula to a component
i.e., the formula can be applied 3 times on one
component because there are 3 occurences of that

component

i = The component of faculty load (Miller lists 25,

see Figure 2.8)

X = "X" factor

I = Time factor

L = Load

The load of a particular faculty member is

25
Lf = ELi

1=1

and the load of a department is

E(ELf)
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where F is total faculty in the department. Miller goes on to

develop "X" values and T values for all of the 25 components.

These values are summarized in Figure G-1.

The problem with using these formulas is that tha, r.:ata is not

always available to apply the formula. However, as better data

systems are developed to collect and maintain activity data, these

formulas will be useful in transforming the data base into

meaningful information for decision making.

SCANSON STUDY: Full Time Equivalent Hours (FTE) for the (1)th staff

member is defined as the algebraic sum of the hours a full time

equivalent staff member expects to spend on formal educational duties.

As such it will include the number of hours spent in a classroom (H),

4-irnes (131 (A\ all .a......a.aer,e4

r. r
a e

proportion or percent of total full time employment. Assuming that

variables P and A are set by negotiation with the department

involved, tha generating function for full time equivalent staff

members is given by:

FTE
a

= E4-1-*NS + P + A*NA)

where

H = Hours in the classroom
P. = Preparation time
A = Advising time per student
n = Number of section taught
NS = Number of students in each section
NA = Number of students if acting as a special advisor

h = Number of hours that constitute a normal work week.
[Swanson, 1966: 28]
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FMK G-1

COMPONENT FORMULAS. THE TIME MEASURFS. AND MEAN FOR TUE x MEASURE
FOR THE CDHPOIENTS OF FACULTY WRK LOAD.

Component
Number

Task X Measure Time Meastire

Mean Hours Per Week

Semester Hour Lower Division
(New Preparation)

1
b

Semester Hour Lower Division
(No New Preparation)

2a Semester Hour Upper Division
(New Preparation

2 meSester Hour Upper Division
b (No New Preparation)

3, Semester Hour Graduate Oivision
(New Preparation)

3b
Semester Hour Graduate Division

(No New Preparation)

4 Laboratory Hour Spent in Scheduled
Laboratory Time Per Week

1.0 4.0

1.0 2.0

1.1 4.5

1.1 2.5

1.7 5.0

1.2 2.8

1.0 2.4

5 Semester /6:um-Seminar 1.2 3.0

6 Number of Students Per Class
Over 40 X6 76

7 Design a Course of Study for a
Correspondence Course 1.2 4.0

8. Teach One Student by Correspondence .9 .15

9a Student Undergraduate Advisee 1.0 .05

9
b

Stident Graduate Advisee 1.2 .10

10 Oirect a Masters The0s 1.5 3.5

ns n

12
a

A Committee Membership for a Thesis

12b A Committee Membership for a
Dissertation

n 5 5

1.3 1.2

1.6 2.0

13 Official Counselor for a Student
Organization 1.2 0.7

14 Membership on an Institution's
Committee 1.2 T 14

15 Chairmanship on an Institution's
Committee 1.4 T 15

16 Department thairman - Small 1.5 8.0

Medium 1.5 12.0

Large 1.5 16.0

17 Supervising an Employee 1.3 T 17

lea Other Major Office in a Professional
Organization 15 Tisi

leb
Other Major Office in a

Professional Organization 1.3
T 1 8b

19 Research 1.7 T 19j

20 Publication 1.5 T 203

21 Travel on Institutional Related
Business 0.8 T21j

22 Consultant Work 1.5 T22j

23 Public Relations (Speeches,
Visits, etc.) 1.2 T 23j

24 Speech to Professional Group 1.3 T
243

25 Attendance of Meetings 0.9 T
25j

smiler, 1968: 70-71]
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UNIT AND PROGRAM COST STUDIES

California and Western Conference - Cost and Statistical Study-

This study inded Indiana University, the State University of

Iowa, Mighigan State University, the University of Minnesota,

Purdue University, Pennsylvania State University and the University

of Washington. Vanderbilt and Wabash College were also included to

represent a seament of the private institutions. The primary

purposes of the study were to: (1) develop techniques of cost

analysis which would generally be applicable to all institutions

of higher learning, (2) to provide the participating institutions,

through application of the above techniques, with data for compar-

ison, interrelation, and interpretation among and within institutions,

and (3) to initiate 6. continuing study among the ten institutions

wnereoy such aata and ideas mlignt be excnanged each year. ihe

conclusions of this study are as follows:

1. High or low unit costs are not peculiar to
specific subject fields, institutions or methods of
instruction. The same basic factors affect costs in
all subject fields, in all institutions, and at all

levels of instruction.

2. In the institutions studies, the number of
weekly student-class-hours per FTE teaching staff
member is the most important factor in explaining
variations in unit costs. This is basically a measure
of teaching assignment; it also reflects class size.
A generalized conclusion may be drawn that unit costs
can be most easily changed by changing the ratio of
students to staff in the specific subject field. The

effect of such changes upon the learning environment
is not, however, taken into account.

3. Total volume of teaching activity, if extremely
low, prevents much increase in class size or teaching
load, thus making cost adjustments difficult.
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4. Cost per student is affected not only by the

number of students, but also by the composition of the

student body in terms of instructional level, curric-

ulum, and so on: the so-called "student mix."

5. Teaching salaries do net appear to be related

to cost per student in the participating institutions
because other factors are of greater weight. Thus,

it is possible to raise academic salaries and reduce
unit costs at the same time.

6. Other teaching costs show no general relation

to teaching-salary costs. In some areas, however, they
are significant factors in over-all expenditure.

7. Methods of instruction definitely affect cost.
Their effects however, is in terms of their influence

upon class size, teaching load, and other factors
bearing upon costs. Where the measure of cost is
indicated in terms of the student-class-hour per week,

attention must also be given to the number of weekly

meetings of the class. [California and Western Confer-

ence, 1960: 10].

WALDO ANDERSON STUDY: Anderson's study at Kansas dealt primarily

with instructional salary costs per student semester credit hour.

The purpose of the study was to determine the nature of costs by

subject field and by other factors such as different institutions,

rank of faculty, class size, level of instruction and type of

instruction. The intent was to obtain a profile of the behavior

of costs so that it could be used for planning purposes. The

findings of the study were as follows:

1. Considerable variation in unit costs was found
to exist between the different institutional types, but

much less between institutions within a given type

category.

2. Rank of faculty members appeared to have an
important but less significant effect on instructional

salary costs.

3. The variable of class size produced a marked
difference in cost from one class size to another.
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4. Level of instruction also had a dominant effect

on the unit costs of instruction examined in the study.

5. Significant differences were observed to exist
between instructional costs as taught under differing

instructional arrangements.

6. The investigation of cost differences between

subject fields revealed significant differences attribut-

able to subject U'eld. [Anderson, W., 1963: 128-132]

ERNEST ANDERSON STUDY: Ernest Anderson's stndy on Junior collages

in Illinois was done to provide knowledge about the variable costs

of curricula to assist the State of Illinois in planning for the

approval of programs. The findings were used as a base in projecting

financial costs for statewide policy making as the state moved into

the development of a system of junior colleges. The study was

based on eight junior colleges in Illinois. Data was obtained to

develop (1) direct salary cost per student credit hour Tor eacn

course, (2) supportive teaching cost per student credit hour for

each course, (3) total cost per student credit hour for each course,

(4) -Iota', cost of educating a student in each curriculum offered,

(5) average cost of educating a student in the liberal arts and

transfer curricula, and (6) average cost of educating a student in

each of eight categories of vocational and technical curricula.

[Anderson, E.F., 1966: 89]

GERBER STUDY: Gerber's study was done in 1968 on the z'unior colleges

in i.linnesota. The objectives of Gerber's study were to determine

(1) the manner in which the instructor's in the Minnesota State

Junior College system spent their time, (2) what they perceived as

the ideal use of their time, (3) what the nature of their workload

was, and (4) based on salaries what the unit cost of instruction
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was. [Gerber, 196C: 4]

Gerber derived unit costs by dividing the total teaching salary

expenditure in a given subject field and college classification by

the total student quarter credit hours output for the same subject

field and college classification.

following figures. [Gerber, 1968:

His study came up with the

169]

Technical education $15.19
Business 9.36
Physical Sciences 9.28
Humanities 8.81

Mathematics 8.28
Physical Education 7.88
English 7.80
Biological Sciences 6.37
Social Sciences 5.27

THE OHIO STUDY: A recent comprehensive faculty load study has just

been completed on nigner education in the State of Uhio by the Inter

University Council of Ohio Faculty - Workload Committee [Ohio, 1970]

This committee had been asked to "propose guidelines for establishing

the amount and kind of service state university faculty mcmbers should

be expected to give in performance of their contracts with the

universities". [Inter University Council of Ohio, 1970: 1] The

following tasks were completed as a part of the study.

1. Review research into faculty workload
a. Nationally from 1922 to 1959
b. Ohio

2. Develop comparisons of workload measures
a. National
b. Ohio

3. Develop quantitative expressions of university
activities in support of the instructional,
research, and public service processes, the
sponsorship of these processes and faculty
effort in support of these processes.
a. A model of the University environment
b. The work and sponsorship of that work at

state assisted universities in Ohio.
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4 .
^--^1,s2 recommended guidelines for faculty workload

a. .uuldelines for faculty workload
.k m-suring and evaluating performance

The tasks represent an erergetic effort. The degree to which they

were accomplished is difficult to access. The committee exercised

a considerable amount of effort to accomplish the output in the

report.

A signifir--- aspect of the study is the format they used to struc-

ture the data. The format called "The University Environment"

is a programatic structure that is almost the same as the WICHE

program classification structure. Figure H-1 shows the structure

that was used in the study. The data used in the study had been

gathered over a four year period in a common format in support

of the Ohio Board of Regents Uniform Information System. Faculty

.,3t..,L..e Jtitc, ;u;A,

format of the "University Environment". The results of these

allocations of all current financial activity were summarized by

type of service (Primary, Academic Environment Support, General

Support) and by process reviewed (Instruction, Research and Public

Service). [Inter University Council of Ohio, 1970: 27]

The committee found that the overall work of the state assisted

universities differs greatly both with respect to the proportion

of effort devoted to different types of services provided and with

respect to proportionate effort in favor of the Instructional,

Research and Public Service Process.

The general conclusions of the overall study are as follows:

[Inter University Council of Ohio, 1970: 2-5] .
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1. Historical - Over 100 studies nationally and a
detailed analysis of Ohio data indicate tha.t a
teacher works more than forty hours per week in
performance of his duties. The ave).age is somewhat
better than fifty hours per week. Efforts to
develop comparisons of workload based on credit
hours, classroom contact hours, or student credit
hours have not yielded much for myriad reasons.

2. Comparisons - nationally, the state assisted univer-
sitites perform rather well, producing 3% of the
nation's graduates at 2.4% of what the nation
spends on higher education. This differential of
twenty-five percent represents a favorable cost
difference of over 125 million dollars.

These same universities have 4.4% of all students
enrolled in public universities in this country
and receive only 3.3% of the national total of state
appropriations to universities. This represent a

33% differential in costs borne by the state. In

short, in so far as national data on students (en-
rollments, degrees) represents output, the twelve
state assisted universities produce this output
at total cost that is roughly 25% lower than the
national average cost with costs to the state
that are about 33% lower than at the average public
university.

Traditional statistics of credit hour load, class-
room contact hour load and student credit hour
loads at the universities, when subjected to thorough
analysis, do not provide for meaningful comparisons.
The variances among institutions, within institu-
tions and even between similar programs (e.g., Engineer-
ing, Physical Sciences) at different institutions are,
while explainable, so large as to render them useless
in the development of statewide guidelines.

3. Analysis of Processes at the Universities - The study
reveals that a comprehensive model of activities
in support of the instructional, research and
public service processes at the state assisted
universities does provide a valid basis for
understanding the unique contribution of each
institution to higher education. When supplemen-
ted by an analysis of relative sponsorship of
these processes the model provides a valid
basis for developing guidelines that relate fac-
ulty effort to sponsor goals.
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4. Guidelines to faculty workload - The study indicates
that while faculty are expected to perform and do
perform instructional research and public service
duties at all institutions, regardless of funding,
and that although there is great instItutional
variation with respect to the relative emphasis on
instruction, research and public service, reliable
guidelines as to relative amount of work can be
established.

Specifically, each state assisted university should
devote at least 80% of the effort of its total
faculty or an average of at least thirty-two hours
per week on a full time equivalent basis, to the
instructional process of that university exce?t
for those faculty who are on separately budgeted
and separately funded research or public service
projects. There are institutions which already
devote larger proportions of faculty effort to
instruction, however it appears reasonable to expect
even the highly diversified universities to be able

to achieve this guideline.

5. Methods for measuring and evaluating performance -
Here the.study finds that a system of individual
faculty service reporting is essential as a
basis for measuring performance. Further the

Ulat a z..),eiii thUbl, 6e

sufficiently detailed to document the snecific
activities of each faculty member in support of
the instructional, research and public service
processes and the percentage of effort and amount

of time allocated to each.

Finally the study suggests that future work be
undertaken to develop common guidelines for the
assignment of specific activities among the proc-
esses of instruction, research and public service
and for the development of "cost/benefit" measures
that are useful for both intra and inter university
comparison. [Inter University Council of Ohio,
1970: p. 2-5]

WARREN GULKO STUDY: Gulko's study is a methodological study

defining unit costs in the educational environment. A major portion

of the study describes the algebra of unit costs. The algebra

provides a mathematical relationship between the variables of
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discipline, course level, direct cost, number of students, total

cost, average cost, and FTE student.

Tne study also takes into consideration indirect costs.

The cost per degree-winner may be considered as
consisting of three types of costs.

a. The direct instructional cost incurred
in generating the degree.

b. The allocated support costs associated with the
direct instructional costs.

c. Indirect student support costs generated by virtue
of the degree-winner being present in the system.
[Gulko, 1971: 29]

Gulko goes on to discuss some of the problems of handling the

costs of attrition (non degree winners), transfer students, both in

and out, and transfers between program.
r,
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SELF SAMPLING STUDIES

SCHANNE STUDY: A self sampling study was done in May 1967 by

Frederick J. Schanne entitled, "Work Sampling-New Self Study

Method Versus Traditional Method". The study was done with a

librarian for a period of 12 days using the Maylan Random Signal

Generator. The librarian sampled herself over a period of twelve

days with the device set at a mean interval of 18 minutes. This

produced about 300 observations. Schanne also took 300 observations

over this same time as an independent observer. The categories

and the results are shown in Figure 3-1. Using a confidence inter-

val based on an alpha value of .10 the "p" values developed on the

self study data were all within range of the interval based on the

data from the traditional method. Schanne summarized a few pro-

lems wit.1 the self observation study. (1) Different nennIe will

interpret the same job activity categories in different ways. (2)

The self studier must be honest with himself. (3) Being a slave

to the device over a long period of time was annoying to the person

sampling. (4) The study done was not a cyclic study. Further

study should be done where the application is cyclic. (5) The

device was cumbersome to carry around.

SCHMID STUDY: Another study was done at St. Mary's College in

Winona on one faculty member for a week. The day was divided into 10

minute periods and randomly sampled. A walkie talkie was used to

contact the faculty member and ask him what he was doing. He did

not classify his own activity. The author was not able to obtain

any write-up of the study. Giles Schmid, who is with the Office of

Z9.8
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Planning and Evaluation*, indicated in a letter to the author that

the main problems were to set up categories that were mutually

exclusive.

CARROLL AND TAYLOR STUDIES: A st6dy was done at the U.S. Naval

Weapons Station in Charleston, South Carolina to determine the val-

idity of the self-observation method of work sampling by comparing

the time allocations determined by this method with the time allo-

cations determined by the independent observation method. The study

was done over a two wdek period using 16 observations per day for

both methods. The eight hour day was stratified into hours, and two

observation points were randomly selected out of each hour with a

mimimum of five minutes between points. It was found after four

dPvc that the personnel were becoming aware of the two times per

hour. Consequently, the times for the remainder of the study were

not stratified per hour and were randomly selected over the day.

The points were given to the participants in the study through a cen-

tral signaling method. The lights were flicked off and on for each

point that an observation was to be taken.** All sixteen employees

placed a check mark in the category representing the work they were

engaged in at the time. The categories used are shown in Figure J-2.

*United States Catholic Conference
Department of Education
1312 Massachusetts Ave.
Washington, D.C. 20005

*Tther methods of central signaling involve using the central
intercom system, the telephone system, or a central bell system.

:ova'
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FIGURE J-2

CATEGORIES AND RESULTS OF THE CARROLL AND TAYLOR STUDY

PROPORTION OP Tnte SPENT IN VARIOUS WORK ACTIVITIES AS DETERMINED
BY ESTIMATES AND BY WORK SAMPLING

Work activity

job time proportions
as.determined by

work sampling

Job time propor-
tions as determined

by estimates

Differences in
average time

allocation

% (X) vA)

Conversation 2,!6 10.3 7.5 2.A

-.- re

Idle and Personal 169 7.1 2.4 4.7

Machine operation 155 6.5 12.4 5.9

Mail handling 11 .5 .8 .3

Telephone 108 4.6 7.9 3.3

Typing 179 7.5 6.3 1.2

1Valking 89 3.7 5.0 1.3

Writing, research and review* 1074 45.1 46.8 1.7

Other 75 3.2 0.0 3.2

Unknown 72 3.0 0.0 3.0

Totals 2380 100.0 100.0

[Carroll and Taylor, 1969: 165]

301
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This procedure has a disadvantage of some built in dependence

between observations. If the time hit during a work break and work

breaks were taken together, then all 16 observations would end up

in this category. The significance of this problem will decrease

as the number of observations increase. The results of the study

are shown in Figure J-2.

Carroll and Taylor indicated that "although the differences between

the two methods as a whole were statistically significant, the table

indicates that the differences between the time proportions obtained

by the two different methods were quite small." [Carroll and Taylor,

1969 p. 3623 They concluded that the self observation central sig-

nalling (SOCS) method could serve as a replacement for traditional

work sampling procedures in many situations because the differences

wci-z. small. The main advantages of the method are (1) Simple to use,

(2) inexpensive, (3) ability to study the purpose or subject of the

activity rather than the activity itself. Carroll and Taylor cited

that the distinct disadvantage of the traditional work sampling

approach lies in the necessity of using an outside observer and his

reliance upon visual inspection in the classification of work acti-

vities.

This is especially true when studying higher level

jobs where the proportion of time spent in overt

activities like talking and reading and walking is

of little or no significance at all in gaining an
understanding of what is done on that job.
[Carroll and Taylor, 1969, p. 360]

WHITE STUDY: John C. White, Staff Assistant, Headquarters Engineering,

Westinghouse Electric Corporation did a study with engineers using a

low power radio transmitter. Each engineer had a set of 12 cards for

avz
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each day that were pre-numbered. The sound of the tone on the

small pocket receiver that each engineer carried was his cue to

record his activity. A verbal message followed indicating the

number of the card to record his activity.on. The cards used were

mark sense tabulating cards to facilitate easy processing of the

data.* Ten engineers were studied over ten days using 12 obser-

vations per day for a total of 1200 observations. The activities

and results are shown in Figure J-3.

The following conclusions were cited in White's study.

[White, 1968: xxi]

1. The self reporting bias introduced when the
participant initiates activity data, it appears
is partially offset by the error introduced in
routine studies when the observer used his
judgment to classify activities.

2. Self reportina bias can be reduced by a collection

system that provides anonymity to the participant.

3. The radio signaling system used in the study had

distinct limitations. Distance and shielding
problems preclude using this system when the

movement of the participants becomes extensive.

4. The development of a convenient reliable, low

cost signaling system that can provide broad
coverage appears to be one of the key restrictions
to the use of the Self Reporting Mode of work

sampling.

5. The cost of administering this technique is low,

and it entails a minimum of interference to
normal work routine.

6. It must be used periodically, in a statistically
sound manner to provide valid meaningful information.

7. Further experimentation with this technique

will be required to establish its significance

as an engineering management tool.

*"Porta Punch" cards can also be used as a convenient means of

collecting the data [Frank, 1970: 27].
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FIUME J-3

CA1EGORIES AHD RESULTS OF ME WHITE STUDY

Activities

Projec;Plannindand Scheduling

Design and Design Review

Marketing Support and Liaison

Routine Paper Work

Programming and Program Support

Determining .Project Status

Walking

Miscellaneous

Assisting Others

Test and Reliability

Meetings

Repoits and Correspondence

Procurement Liaison

Drafting

Personal Time

Review Customer Specs & Contract Req.

Manbals and Documentation

Installation and Field Service

Manufacturing Liaison

Reading

Rec-eiving Assistance From Others

[White, 1968: xx]

Percent of Total Time

5 10

2 7
_e.2q/-Z1./.,Og A )0.2

97
8 . 4

..

tie, 1 , / 4/ Aq71 . ZA 6.8/
4'8

4.2/7/ 1

t.).4/,, 3.3

1// 3.0

2.8

2.6

2.1

1.7

1,6

1.5

304
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HINRICHS STUDY: This study was conducted among technical employees

of a large research and engineering company. A total of 11, 191

work sample observations were made on 232 technical employees. The

study was originated to (1) determine the extent and manner of

employee communication in a large technical organization; and (2)

to determine possible reiationships between selected communication

dimensions and employee effectiveness. [Esso Research and Engineering

Company, 1959] The study went for eleven consecutive days. The

observation times were developed by an IBM 650 program and printed

on forms. Each participant in the study was given 5 forms per

day with the time on them. Alarm wrist watches were used to signal

the points. The participant set the alarm for the first point and

went ahead with his activity. When the alarm rang, he recorded his

activity and set the alarm for the next time indicated by the next

card.

The communications dimension studied across the organization was as

follows:

1. Participant Characteristics of the Communication Event

a. Who started this communication? Who caused the

communication to occur? Who called the meeting?

b. Who originated the idea with which the communication

deals?
c. How many people are involved in the communication

event?
d. Whether or not the subject of the communication

requires action by someone.
e. Direction or Level of Communication

(1) Level of the participants
(2) Level to which the written matter is directed

(3) Level of the writer or writers
(4) To what organization do other participants

belong?
(5) To what organization do the other people who

prepared the reading material belong?
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2. What media of communicating is used and how much

time is spent?
a. Communicating

(1) Writing
(2) Listening - Speaking
(3) Reading

b. Not-Communicating

3. The function and importance of communication
a. What is the major function of the communication?
b. What is the importance of the communication?

4. What is the subject of the communication?
a. Technical subject
b. Non-technical subject [Hinrich, 1959]

BARRON AND HESS STUDIES: The most recent studies using the self

observational techniques have been done with medical doctors to

study physician activity and communications behavior. A study

was made by F. Hutton Barron, School of Business, University of

Kansas, and Sidney W. Hess, Manment Science Center, University

of Pennsylvania with 229 physicians. A total of 5400 observations

were taken over the 229 physicians. Each physician carried a

random alarm mechanism (RAM) for a period of one week. .It was

through Sidney Hess that the author was introduced to the device

used in this thesis. The doctor carried the device for the entire

day, but did not record start and stop of times for the day. The

average time per city sampled was estimated by the formula

n/2 = N/t

where

n = Number of buzzes in two hour intervals where they felt

all units were operating

2 = 2 Hours

N = Total number of buzzes

t = Estimated time spent
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Barron indicated their estimate of "t" was consistently 14 hour per

day. He indicated that they wanted about 8 observations per day and

got only about 4. This was due to a problem of device realiabilty

and also to missed points. (Doctors forgetting to use the device or

not hearing it)

Figure J-4 shows a breakdown of the doctors studied and the number

of observations obtained per doctor. Figure J-5 shows an example

of the data card filled out each time the RAM unit buzzed.

The data was analyzed as to where and how the doctor spent his time.

This was done by different classes of doctors as well as by type

of activity.

7
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FIGURE J-4

BARRON AM HESS STUDY

Number of Doctors, Observations. Observations Per Doctoi.

Category Doctors Observations OBS/MD
4

urban GP pro 1013 15 473 31.5

Rural GP pre 1913 '14 - 13v8 63.4

Urban GP 1913-1930 55 1203 21.9

Rural GP 1913-1930 44 . 984 22.4

Urban GP post 1930 25 582 23.3
Rural GP post 1930 10 192 19.2

Urban Certified Internist 14 318 22.7

Rural Certified Internist 16 .
349

-
21.8

Urban Other Internist 18 450 25.0

Rural Other Internist 18 412 22.9

[Barron and Hess, 1970: A-1]
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FIGUPE J-5

BARRON AND IIP(*.S STIM

DATA CARD

(Fill out one card each time
the alarm sounds)

Date Time

A. Where are you at the moment?

In my office
At home
In hospital
(not in library)
In transit

B. What are you doing?

At patient's home
In medical library
Other (specifiyi

a.m.
p.m.

Bating
Recreation (theatre, sports, etc.)

Ii
What?

Listening to radid
Watching TV
Reading (professional or non-professional)

except advertising mail
Name of Book or Periodical

Date of Issue
Advertising
Non-.Advertising
Page?

Reading advertising mail
Seeing patient
Conversing with colleague
Conversing with detailman
Conversing with paramedical personnel
In medical meeting. Identify below
Other (Specify)

C. If engagc:r1 in a professional activity, were you attempting to gain information
about a siecific problem?

Yes
No

[Barron and Hess, 1970: A-3]
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APPENDIX L
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